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TensorFlow 2.0 Beta

Defined in [\_\_init\_\_.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/__init__.py).

**Caution:** This is a developer preview. You will likely find some bugs, performance issues, and more, and we encourage you to tell us about them. We value your feedback!

These docs were generated from the beta build of TensorFlow 2.0.

You can install the exact version that was used to generate these docs with:

pip install tensorflow==2.0.0-beta0

Modules

[audio](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/audio) module: Public API for tf.audio namespace.

[autograph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph) module: Conversion of plain Python into TensorFlow graph code.

[bitwise](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise) module: Operations for manipulating the binary representations of integers.

[compat](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat) module: Functions for Python 2 vs. 3 compatibility.

[config](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/config) module: Public API for tf.config namespace.

[data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) module: [tf.data.Dataset](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data/Dataset) API for input pipelines.

[debugging](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging) module: Public API for tf.debugging namespace.

[distribute](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/distribute) module: Library for running a computation across multiple devices.

[dtypes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes) module: Public API for tf.dtypes namespace.

[errors](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/errors) module: Exception types for TensorFlow errors.

[estimator](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/estimator) module: Estimator: High level tools for working with models.

[experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/experimental) module: Public API for tf.experimental namespace.

[feature\_column](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/feature_column) module: Public API for tf.feature\_column namespace.

[graph\_util](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/graph_util) module: Helpers to manipulate a tensor graph in python.

[image](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/image) module: Image processing and decoding ops.

[initializers](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers) module: Keras initializer serialization / deserialization.

[io](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io) module: Public API for tf.io namespace.

[keras](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras) module: Implementation of the Keras API meant to be a high-level API for TensorFlow.

[linalg](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg) module: Operations for linear algebra.

[lite](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/lite) module: Public API for tf.lite namespace.

[lookup](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/lookup) module: Public API for tf.lookup namespace.

[losses](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/losses) module: Built-in loss functions.

[math](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math) module: Math Operations.

[metrics](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/metrics) module: Built-in metrics.

[nest](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nest) module: Public API for tf.nest namespace.

[nn](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nn) module: Wrappers for primitive Neural Net (NN) Operations.

[optimizers](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/optimizers) module: Built-in optimizer classes.

[quantization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization) module: Public API for tf.quantization namespace.

[queue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue) module: Public API for tf.queue namespace.

[ragged](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ragged) module: Ragged Tensors.

[random](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random) module: Public API for tf.random namespace.

[raw\_ops](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/raw_ops) module: Public API for tf.raw\_ops namespace.

[saved\_model](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/saved_model) module: Public API for tf.saved\_model namespace.

[sets](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sets) module: Tensorflow set operations.

[signal](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal) module: Signal processing operations.

[sparse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse) module: Sparse Tensor Representation.

[strings](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings) module: Operations for working with string Tensors.

[summary](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/summary) module: Operations for writing summary data, for use in analysis and visualization.

[sysconfig](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sysconfig) module: System configuration library.

[test](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/test) module: Testing.

[tpu](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tpu) module: Ops related to Tensor Processing Units.

[train](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/train) module: Support for training models.

[version](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/version) module: Public API for tf.version namespace.

[xla](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/xla) module: Public API for tf.xla namespace.

Classes

[class AggregationMethod](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod): A class listing aggregation methods used to combine gradients.

[class CriticalSection](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection): Critical section.

[class DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType): Represents the type of the elements in a Tensor.

[class DeviceSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/DeviceSpec): Represents a (possibly partial) specification for a TensorFlow device.

[class GradientTape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape): Record operations for automatic differentiation.

[class Graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph): A TensorFlow computation, represented as a dataflow graph.

[class IndexedSlices](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices): A sparse representation of a set of tensor slices at given indices.

[class Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module): Base neural network module class.

[class Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation): Represents a graph node that performs computation on tensors.

[class RaggedTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor): Represents a ragged tensor.

[class RegisterGradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient): A decorator for registering the gradient function for an op type.

[class SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor): Represents a sparse tensor.

[class Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor): Represents one of the outputs of an Operation.

[class TensorArray](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray): Class wrapping dynamic-sized, per-time-step, write-once Tensor arrays.

[class TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape): Represents the shape of a Tensor.

[class TensorSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec): Describes a tf.Tensor.

[class UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients): Controls how gradient computation behaves when y does not depend on x.

[class Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable): See the [Variables Guide](https://tensorflow.org/guide/variables).

[class VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableAggregation): Indicates how a distributed variable will be aggregated.

[class VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization): Indicates when a distributed variable will be synced.

[class constant\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer): Initializer that generates tensors with constant values.

[class name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope): A context manager for use when defining a Python op.

[class ones\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer): Initializer that generates tensors initialized to 1.

[class random\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer): Initializer that generates tensors with a normal distribution.

[class random\_uniform\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer): Initializer that generates tensors with a uniform distribution.

[class zeros\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer): Initializer that generates tensors initialized to 0.

Functions

[Assert(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/Assert): Asserts that the given condition is true.

[abs(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/abs): Computes the absolute value of a tensor.

[acos(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/acos): Computes acos of x element-wise.

[acosh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/acosh): Computes inverse hyperbolic cosine of x element-wise.

[add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add): Returns x + y element-wise.

[add\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add_n): Adds all input tensors element-wise.

[argmax(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/argmax): Returns the index with the largest value across axes of a tensor.

[argmin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/argmin): Returns the index with the smallest value across axes of a tensor.

[argsort(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/argsort): Returns the indices of a tensor that give its sorted order along an axis.

[as\_dtype(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/as_dtype): Converts the given type\_value to a DType.

[as\_string(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/as_string): Converts each entry in the given tensor to strings. Supports many numeric

[asin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/asin): Computes the trignometric inverse sine of x element-wise.

[asinh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/asinh): Computes inverse hyperbolic sine of x element-wise.

[assert\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_equal): Assert the condition x == y holds element-wise.

[assert\_greater(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_greater): Assert the condition x > y holds element-wise.

[assert\_less(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_less): Assert the condition x < y holds element-wise.

[assert\_rank(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_rank): Assert that x has rank equal to rank.

[atan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atan): Computes the trignometric inverse tangent of x element-wise.

[atan2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atan2): Computes arctangent of y/x element-wise, respecting signs of the arguments.

[atanh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atanh): Computes inverse hyperbolic tangent of x element-wise.

[batch\_to\_space(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/batch_to_space): BatchToSpace for N-D tensors of type T.

[bitcast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitcast): Bitcasts a tensor from one type to another without copying data.

[boolean\_mask(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/boolean_mask): Apply boolean mask to tensor.

[broadcast\_dynamic\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_dynamic_shape): Computes the shape of a broadcast given symbolic shapes.

[broadcast\_static\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_static_shape): Computes the shape of a broadcast given known shapes.

[broadcast\_to(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_to): Broadcast an array for a compatible shape.

[case(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case): Create a case operation.

[cast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast): Casts a tensor to a new type.

[clip\_by\_global\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_global_norm): Clips values of multiple tensors by the ratio of the sum of their norms.

[clip\_by\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_norm): Clips tensor values to a maximum L2-norm.

[clip\_by\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_value): Clips tensor values to a specified min and max.

[complex(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/complex): Converts two real numbers to a complex number.

[concat(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat): Concatenates tensors along one dimension.

[cond(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond): Return true\_fn() if the predicate pred is true else false\_fn().

[constant(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant): Creates a constant tensor.

[control\_dependencies(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies): Wrapper for Graph.control\_dependencies() using the default graph.

[convert\_to\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/convert_to_tensor): Converts the given value to a Tensor.

[cos(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cos): Computes cos of x element-wise.

[cosh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cosh): Computes hyperbolic cosine of x element-wise.

[cumsum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cumsum): Compute the cumulative sum of the tensor x along axis.

[custom\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/custom_gradient): Decorator to define a function with a custom gradient.

[device(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/device): Specifies the device for ops created/executed in this context.

[divide(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/divide): Computes Python style division of x by y.

[dynamic\_partition(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_partition): Partitions data into num\_partitions tensors using indices from partitions.

[dynamic\_stitch(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_stitch): Interleave the values from the data tensors into a single tensor.

[edit\_distance(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/edit_distance): Computes the Levenshtein distance between sequences.

[einsum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/einsum): A generalized contraction between tensors of arbitrary dimension.

[ensure\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ensure_shape): Updates the shape of a tensor and checks at runtime that the shape holds.

[equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/equal): Returns the truth value of (x == y) element-wise.

[executing\_eagerly(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly): Returns True if the current thread has eager execution enabled.

[exp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/exp): Computes exponential of x element-wise. y=ex.

[expand\_dims(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/expand_dims): Inserts a dimension of 1 into a tensor's shape.

[extract\_volume\_patches(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/extract_volume_patches): Extract patches from input and put them in the "depth" output dimension. 3D extension of extract\_image\_patches.

[eye(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/eye): Construct an identity matrix, or a batch of matrices.

[fill(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill): Creates a tensor filled with a scalar value.

[fingerprint(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fingerprint): Generates fingerprint values.

[floor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floor): Returns element-wise largest integer not greater than x.

[foldl(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldl): foldl on the list of tensors unpacked from elems on dimension 0.

[foldr(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldr): foldr on the list of tensors unpacked from elems on dimension 0.

[function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function): Creates a callable TensorFlow graph from a Python function.

[gather(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather): Gather slices from params axis axis according to indices.

[gather\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd): Gather slices from params into a Tensor with shape specified by indices.

[get\_logger(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_logger): Return TF logger instance.

[get\_static\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_static_value): Returns the constant value of the given tensor, if efficiently calculable.

[gradients(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gradients): Constructs symbolic derivatives of sum of ys w.r.t. x in xs.

[greater(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/greater): Returns the truth value of (x > y) element-wise.

[greater\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/greater_equal): Returns the truth value of (x >= y) element-wise.

[group(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group): Create an op that groups multiple operations.

[guarantee\_const(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/guarantee_const): Gives a guarantee to the TF runtime that the input tensor is a constant.

[hessians(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/hessians): Constructs the Hessian of sum of ys with respect to x in xs.

[histogram\_fixed\_width(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width): Return histogram of values.

[histogram\_fixed\_width\_bins(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width_bins): Bins the given values for use in a histogram.

[identity(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity): Return a tensor with the same shape and contents as input.

[identity\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity_n): Returns a list of tensors with the same shapes and contents as the input

[import\_graph\_def(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/graph_util/import_graph_def): Imports the graph from graph\_def into the current default Graph. (deprecated arguments)

[init\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/init_scope): A context manager that lifts ops out of control-flow scopes and function-building graphs.

[is\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/is_tensor): Checks whether x is a tensor or "tensor-like".

[less(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/less): Returns the truth value of (x < y) element-wise.

[less\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/less_equal): Returns the truth value of (x <= y) element-wise.

[linspace(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linspace): Generates values in an interval.

[load\_library(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_library): Loads a TensorFlow plugin.

[load\_op\_library(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_op_library): Loads a TensorFlow plugin, containing custom ops and kernels.

[logical\_and(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_and): Returns the truth value of x AND y element-wise.

[logical\_not(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_not): Returns the truth value of NOT x element-wise.

[logical\_or(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_or): Returns the truth value of x OR y element-wise.

[make\_ndarray(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/make_ndarray): Create a numpy ndarray from a tensor.

[map\_fn(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/map_fn): map on the list of tensors unpacked from elems on dimension 0.

[matmul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/matmul): Multiplies matrix a by matrix b, producing a \* b.

[matrix\_square\_root(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/sqrtm): Computes the matrix square root of one or more square matrices:

[maximum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/maximum): Returns the max of x and y (i.e. x > y ? x : y) element-wise.

[meshgrid(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/meshgrid): Broadcasts parameters for evaluation on an N-D grid.

[minimum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/minimum): Returns the min of x and y (i.e. x < y ? x : y) element-wise.

[multiply(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/multiply): Returns x \* y element-wise.

[negative(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/negative): Computes numerical negative value element-wise.

[no\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient): Specifies that ops of type op\_type is not differentiable.

[no\_op(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_op): Does nothing. Only useful as a placeholder for control edges.

[nondifferentiable\_batch\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nondifferentiable_batch_function): Batches the computation done by the decorated function.

[norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/norm): Computes the norm of vectors, matrices, and tensors.

[not\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/not_equal): Returns the truth value of (x != y) element-wise.

[numpy\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/numpy_function): Wraps a python function and uses it as a TensorFlow op.

[one\_hot(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/one_hot): Returns a one-hot tensor.

[ones(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones): Creates a tensor with all elements set to 1.

[ones\_like(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_like): Creates a tensor with all elements set to zero.

[pad(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/pad): Pads a tensor.

[parallel\_stack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/parallel_stack): Stacks a list of rank-R tensors into one rank-(R+1) tensor in parallel.

[pow(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/pow): Computes the power of one value to another.

[print(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print): Print the specified inputs.

[py\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function): Wraps a python function into a TensorFlow op that executes it eagerly.

[range(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range): Creates a sequence of numbers.

[rank(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/rank): Returns the rank of a tensor.

[realdiv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/realdiv): Returns x / y element-wise for real types.

[reduce\_all(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reduce_all): Computes the "logical and" of elements across dimensions of a tensor.

[reduce\_any(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_any): Computes the "logical or" of elements across dimensions of a tensor.

[reduce\_logsumexp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_logsumexp): Computes log(sum(exp(elements across dimensions of a tensor))).

[reduce\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_max): Computes the maximum of elements across dimensions of a tensor.

[reduce\_mean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_mean): Computes the mean of elements across dimensions of a tensor.

[reduce\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_min): Computes the minimum of elements across dimensions of a tensor.

[reduce\_prod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_prod): Computes the product of elements across dimensions of a tensor.

[reduce\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_sum): Computes the sum of elements across dimensions of a tensor.

[register\_tensor\_conversion\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/register_tensor_conversion_function): Registers a function for converting objects of base\_type to Tensor.

[required\_space\_to\_batch\_paddings(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/required_space_to_batch_paddings): Calculate padding required to make block\_shape divide input\_shape.

[reshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape): Reshapes a tensor.

[reverse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse): Reverses specific dimensions of a tensor.

[reverse\_sequence(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse_sequence): Reverses variable length slices.

[roll(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/roll): Rolls the elements of a tensor along an axis.

[round(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/round): Rounds the values of a tensor to the nearest integer, element-wise.

[saturate\_cast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/saturate_cast): Performs a safe saturating cast of value to dtype.

[scalar\_mul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/scalar_mul): Multiplies a scalar times a Tensor or IndexedSlices object.

[scan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scan): scan on the list of tensors unpacked from elems on dimension 0.

[scatter\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd): Scatter updates into a new tensor according to indices.

[searchsorted(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/searchsorted): Searches input tensor for values on the innermost dimension.

[sequence\_mask(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sequence_mask): Returns a mask tensor representing the first N positions of each cell.

[shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape): Returns the shape of a tensor.

[shape\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape_n): Returns shape of tensors.

[sigmoid(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sigmoid): Computes sigmoid of x element-wise.

[sign(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sign): Returns an element-wise indication of the sign of a number.

[sin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sin): Computes sin of x element-wise.

[sinh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sinh): Computes hyperbolic sine of x element-wise.

[size(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/size)

[slice(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/slice): Extracts a slice from a tensor.

[sort(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sort): Sorts a tensor.

[space\_to\_batch(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch): SpaceToBatch for N-D tensors of type T.

[space\_to\_batch\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch_nd): SpaceToBatch for N-D tensors of type T.

[split(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/split): Splits a tensor into sub tensors.

[sqrt(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sqrt): Computes square root of x element-wise.

[square(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/square): Computes square of x element-wise.

[squeeze(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/squeeze): Removes dimensions of size 1 from the shape of a tensor.

[stack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack): Stacks a list of rank-R tensors into one rank-(R+1) tensor.

[stop\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient): Stops gradient computation.

[strided\_slice(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strided_slice): Extracts a strided slice of a tensor (generalized python array indexing).

[subtract(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/subtract): Returns x - y element-wise.

[switch\_case(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case): Create a switch/case operation, i.e. an integer-indexed conditional.

[tan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/tan): Computes tan of x element-wise.

[tanh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/tanh): Computes hyperbolic tangent of x element-wise.

[tensor\_scatter\_nd\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_add): Adds sparse updates to an existing tensor according to indices.

[tensor\_scatter\_nd\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_sub): Subtracts sparse updates from an existing tensor according to indices.

[tensor\_scatter\_nd\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_update): Scatter updates into an existing tensor according to indices.

[tensordot(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensordot): Tensor contraction of a and b along specified axes.

[tile(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile): Constructs a tensor by tiling a given tensor.

[timestamp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/timestamp): Provides the time since epoch in seconds.

[transpose(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/transpose): Transposes a.

[truediv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/truediv): Divides x / y elementwise (using Python 3 division operator semantics).

[truncatediv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatediv): Returns x / y element-wise for integer types.

[truncatemod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatemod): Returns element-wise remainder of division. This emulates C semantics in that

[tuple(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tuple): Group tensors together.

[unique(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique): Finds unique elements in a 1-D tensor.

[unique\_with\_counts(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique_with_counts): Finds unique elements in a 1-D tensor.

[unravel\_index(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unravel_index): Converts a flat index or array of flat indices into a tuple of

[unstack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unstack): Unpacks the given dimension of a rank-R tensor into rank-(R-1) tensors.

[variable\_creator\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/variable_creator_scope): Scope which defines a variable creation function to be used by variable().

[vectorized\_map(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/vectorized_map): Parallel map on the list of tensors unpacked from elems on dimension 0.

[where(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/where): Return the elements, either from x or y, depending on the condition.

[while\_loop(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/while_loop): Repeat body while the condition cond is true.

[zeros(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros): Creates a tensor with all elements set to zero.

[zeros\_like(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_like): Creates a tensor with all elements set to zero.

Other Members

* bfloat16
* bool
* complex128
* complex64
* double
* float16
* float32
* float64
* half
* int16
* int32
* int64
* int8
* newaxis = None
* plugin\_dir = '/usr/local/lib/python3.4/dist-packages/tensorflow-plugins'
* qint16
* qint32
* qint8
* quint16
* quint8
* resource
* s = '/usr/local/lib/python3.4/dist-packages'
* string
* uint16
* uint32
* uint64
* uint8
* variant

# tf.AggregationMethod

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod#top_of_page)
* [Class AggregationMethod](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod#class_aggregationmethod)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod#aliases)
* [Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod#class_members)

## Class AggregationMethod

A class listing aggregation methods used to combine gradients.

### Aliases:

* Class tf.AggregationMethod
* Class tf.compat.v1.AggregationMethod
* Class tf.compat.v2.AggregationMethod

Defined in [python/ops/gradients\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/gradients_util.py).

Computing partial derivatives can require aggregating gradient contributions. This class lists the various methods that can be used to combine gradients in the graph.

The following aggregation methods are part of the stable API for aggregating gradients:

* ADD\_N: All of the gradient terms are summed as part of one operation using the "AddN" op (see [tf.add\_n](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add_n)). This method has the property that all gradients must be ready and buffered separately in memory before any aggregation is performed.
* DEFAULT: The system-chosen default aggregation method.

The following aggregation methods are experimental and may not be supported in future releases:

* EXPERIMENTAL\_TREE: Gradient terms are summed in pairs using using the "AddN" op. This method of summing gradients may reduce performance, but it can improve memory utilization because the gradients can be released earlier.
* EXPERIMENTAL\_ACCUMULATE\_N: Gradient terms are summed using the "AccumulateN" op (see tf.accumulate\_n), which accumulates the overall sum in a single buffer that is shared across threads. This method of summing gradients can result in a lower memory footprint and lower latency at the expense of higher CPU/GPU utilization. For gradients of types that "AccumulateN" does not support, this summation method falls back on the behavior of EXPERIMENTAL\_TREE

## Class Members

* ADD\_N = 0
* DEFAULT = 0
* EXPERIMENTAL\_ACCUMULATE\_N = 2
* EXPERIMENTAL\_TREE = 1

# tf.argsort

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/argsort#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/argsort#aliases)

Returns the indices of a tensor that give its sorted order along an axis.

### Aliases:

* tf.argsort
* tf.compat.v1.argsort
* tf.compat.v2.argsort

tf.argsort(  
    values,  
    axis=-1,  
    direction='ASCENDING',  
    stable=False,  
    name=None  
)

Defined in [python/ops/sort\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sort_ops.py).

For a 1D tensor, tf.gather(values, tf.argsort(values)) is equivalent to tf.sort(values). For higher dimensions, the output has the same shape as values, but along the given axis, values represent the index of the sorted element in that slice of the tensor at the given position.

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.argsort(a,axis=-1,direction='ASCENDING',stable=False,name=None)  
c = tf.keras.backend.eval(b)  
# Here, c = [0 3 1 2 5 4]

#### Args:

* **values**: 1-D or higher numeric Tensor.
* **axis**: The axis along which to sort. The default is -1, which sorts the last axis.
* **direction**: The direction in which to sort the values ('ASCENDING' or 'DESCENDING').
* **stable**: If True, equal elements in the original tensor will not be re-ordered in the returned order. Unstable sort is not yet implemented, but will eventually be the default for performance reasons. If you require a stable order, pass stable=True for forwards compatibility.
* **name**: Optional name for the operation.

#### Returns:

An int32 Tensor with the same shape as values. The indices that would sort each slice of the given values along the given axis.

#### Raises:

* **ValueError**: If axis is not a constant scalar, or the direction is invalid.

# tf.batch\_to\_space

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/batch_to_space#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/batch_to_space#aliases)

BatchToSpace for N-D tensors of type T.

### Aliases:

* tf.batch\_to\_space
* tf.compat.v2.batch\_to\_space

tf.batch\_to\_space(  
    input,  
    block\_shape,  
    crops,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation reshapes the "batch" dimension 0 into M + 1 dimensions of shape block\_shape + [batch], interleaves these blocks back into the grid defined by the spatial dimensions [1, ..., M], to obtain a result with the same rank as the input. The spatial dimensions of this intermediate result are then optionally cropped according to crops to produce the output. This is the reverse of SpaceToBatch. See below for a precise description.

#### Args:

* **input**: A Tensor. N-D with shape input\_shape = [batch] + spatial\_shape + remaining\_shape, where spatial\_shape has M dimensions.
* **block\_shape**: A Tensor. Must be one of the following types: int32, int64. 1-D with shape [M], all values must be >= 1. For backwards compatibility with TF 1.0, this parameter may be an int, in which case it is converted to numpy.array([block\_shape, block\_shape], dtype=numpy.int64).
* **crops**: A Tensor. Must be one of the following types: int32, int64. 2-D with shape [M, 2], all values must be >= 0. crops[i] = [crop\_start, crop\_end] specifies the amount to crop from input dimension i + 1, which corresponds to spatial dimension i. It is required thatcrop\_start[i] + crop\_end[i] <= block\_shape[i] \* input\_shape[i + 1]. This operation is equivalent to the following steps:
  1. Reshape input to reshaped of shape: [block\_shape[0], ..., block\_shape[M-1], batch / prod(block\_shape), input\_shape[1], ..., input\_shape[N-1]] 2. Permute dimensions of reshaped to produce permuted of shape [batch / prod(block\_shape), input\_shape[1], block\_shape[0], ..., input\_shape[M], block\_shape[M-1], input\_shape[M+1], ..., input\_shape[N-1]] 3. Reshape permuted to produce reshaped\_permuted of shape [batch / prod(block\_shape), input\_shape[1] \* block\_shape[0], ..., input\_shape[M] \* block\_shape[M-1], input\_shape[M+1], ..., input\_shape[N-1]] 4. Crop the start and end of dimensions [1, ..., M] of reshaped\_permuted according to crops to produce the output of shape: [batch / prod(block\_shape), input\_shape[1] \* block\_shape[0] - crops[0,0] - crops[0,1], ..., input\_shape[M] \* block\_shape[M-1] - crops[M-1,0] - crops[M-1,1], input\_shape[M+1], ..., input\_shape[N-1]] Some examples: (1) For the following input of shape [4, 1, 1, 1],block\_shape = [2, 2], and crops = [[0, 0], [0, 0]]: [[[[1]]], [[[2]]], [[[3]]], [[[4]]]] The output tensor has shape [1, 2, 2, 1] and value: x = [[[[1], [2]], [[3], [4]]]] (2) For the following input of shape [4, 1, 1, 3],block\_shape = [2, 2], and crops = [[0, 0], [0, 0]]: [[[1, 2, 3]], [[4, 5, 6]], [[7, 8, 9]], [[10, 11, 12]]] The output tensor has shape [1, 2, 2, 3] and value: x = [[[[1, 2, 3], [4, 5, 6]], [[7, 8, 9], [10, 11, 12]]]] (3) For the following input of shape [4, 2, 2, 1], block\_shape = [2, 2], and crops = [[0, 0], [0, 0]]: x = [[[[1], [3]], [[9], [11]]], [[[2], [4]], [[10], [12]]], [[[5], [7]], [[13], [15]]], [[[6], [8]], [[14], [16]]]] The output tensor has shape [1, 4, 4, 1] and value: x = [[[1], [2], [3], [4]], [[5], [6], [7], [8]], [[9], [10], [11], [12]], [[13], [14], [15], [16]]] (4) For the following input of shape [8, 1, 3, 1], block\_shape = [2, 2], and crops = [[0, 0], [2, 0]]: x = [[[[0], [1], [3]]], [[[0], [9], [11]]], [[[0], [2], [4]]], [[[0], [10], [12]]], [[[0], [5], [7]]], [[[0], [13], [15]]], [[[0], [6], [8]]], [[[0], [14], [16]]]] The output tensor has shape [2, 2, 4, 1] and value: x = [[[[1], [2], [3], [4]], [[5], [6], [7], [8]]], [[[9], [10], [11], [12]], [[13], [14], [15], [16]]]]
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.bitcast

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitcast#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitcast#aliases)

Bitcasts a tensor from one type to another without copying data.

### Aliases:

* tf.bitcast
* tf.compat.v1.bitcast
* tf.compat.v2.bitcast

tf.bitcast(  
    input,  
    type,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

Given a tensor input, this operation returns a tensor that has the same buffer data as input with datatype type.

If the input datatype T is larger than the output datatype type then the shape changes from [...] to [..., sizeof(T)/sizeof(type)].

If T is smaller than type, the operator requires that the rightmost dimension be equal to sizeof(type)/sizeof(T). The shape then goes from [..., sizeof(type)/sizeof(T)] to [...].

tf.bitcast() and tf.cast() work differently when real dtype is casted as a complex dtype (e.g. tf.complex64 or tf.complex128) as tf.cast() make imaginary part 0 while tf.bitcast() gives module error. For example,

#### Example 1:

>>> a = [1., 2., 3.]  
>>> equality\_bitcast = tf.bitcast(a,tf.complex128)  
tensorflow.python.framework.errors\_impl.InvalidArgumentError: Cannot bitcast from float to complex128: shape [3] [Op:Bitcast]  
>>> equality\_cast = tf.cast(a,tf.complex128)  
>>> print(equality\_cast)  
tf.Tensor([1.+0.j 2.+0.j 3.+0.j], shape=(3,), dtype=complex128)

Example 2:

>>> tf.bitcast(tf.constant(0xffffffff, dtype=tf.uint32), tf.uint8)  
<tf.Tensor: ... shape=(4,), dtype=uint8, numpy=array([255, 255, 255, 255], dtype=uint8)>

Example 3:

>>> x = [1., 2., 3.]  
>>> y = [0., 2., 3.]  
>>> equality= tf.equal(x,y)  
>>> equality\_cast = tf.cast(equality,tf.float32)  
>>> equality\_bitcast = tf.bitcast(equality\_cast,tf.uint8)  
>>> print(equality)  
tf.Tensor([False True True], shape=(3,), dtype=bool)  
>>> print(equality\_cast)  
tf.Tensor([0. 1. 1.], shape=(3,), dtype=float32)  
>>> print(equality\_bitcast)  
tf.Tensor(  
[[ 0 0 0 0]  
 [ 0 0 128 63]  
 [ 0 0 128 63]], shape=(3, 4), dtype=uint8)

NOTE: Bitcast is implemented as a low-level cast, so machines with different endian orderings will give different results.

#### Args:

* **input**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, int64, int32, uint8, uint16, uint32, uint64, int8, int16, complex64, complex128, qint8, quint8, qint16, quint16, qint32.
* **type**: A [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.bfloat16, tf.half, tf.float32, tf.float64, tf.int64, tf.int32, tf.uint8, tf.uint16, tf.uint32, tf.uint64, tf.int8, tf.int16, tf.complex64, tf.complex128, tf.qint8, tf.quint8, tf.qint16, tf.quint16, tf.qint32.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type type.

# tf.boolean\_mask

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/boolean_mask#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/boolean_mask#aliases)

Apply boolean mask to tensor.

### Aliases:

* tf.boolean\_mask
* tf.compat.v2.boolean\_mask

tf.boolean\_mask(  
    tensor,  
    mask,  
    axis=None,  
    name='boolean\_mask'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Numpy equivalent is tensor[mask].

# 1-D example  
tensor = [0, 1, 2, 3]  
mask = np.array([True, False, True, False])  
boolean\_mask(tensor, mask)  # [0, 2]

In general, 0 < dim(mask) = K <= dim(tensor), and mask's shape must match the first K dimensions of tensor's shape. We then have: boolean\_mask(tensor, mask)[i, j1,...,jd] = tensor[i1,...,iK,j1,...,jd] where (i1,...,iK) is the ith True entry of mask (row-major order). The axis could be used with mask to indicate the axis to mask from. In that case, axis + dim(mask) <= dim(tensor) and mask's shape must match the first axis + dim(mask)dimensions of tensor's shape.

See also: [tf.ragged.boolean\_mask](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ragged/boolean_mask), which can be applied to both dense and ragged tensors, and can be used if you need to preserve the masked dimensions of tensor (rather than flattening them, as [tf.boolean\_mask](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/boolean_mask) does).

#### Args:

* **tensor**: N-D tensor.
* **mask**: K-D boolean tensor, K <= N and K must be known statically.
* **axis**: A 0-D int Tensor representing the axis in tensor to mask from. By default, axis is 0 which will mask from the first dimension. Otherwise K + axis <= N.
* **name**: A name for this operation (optional).

#### Returns:

(N-K+1)-dimensional tensor populated by entries in tensor corresponding to True values in mask.

#### Raises:

* **ValueError**: If shapes do not conform.

#### Examples:

# 2-D example  
tensor = [[1, 2], [3, 4], [5, 6]]  
mask = np.array([True, False, True])  
boolean\_mask(tensor, mask)  # [[1, 2], [5, 6]]

# tf.broadcast\_dynamic\_shape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_dynamic_shape#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_dynamic_shape#aliases)

Computes the shape of a broadcast given symbolic shapes.

### Aliases:

* tf.broadcast\_dynamic\_shape
* tf.compat.v1.broadcast\_dynamic\_shape
* tf.compat.v2.broadcast\_dynamic\_shape

tf.broadcast\_dynamic\_shape(  
    shape\_x,  
    shape\_y  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

When shape\_x and shape\_y are Tensors representing shapes (i.e. the result of calling tf.shape on another Tensor) this computes a Tensor which is the shape of the result of a broadcasting op applied in tensors of shapes shape\_x and shape\_y.

For example, if shape\_x is [1, 2, 3] and shape\_y is [5, 1, 3], the result is a Tensor whose value is [5, 2, 3].

This is useful when validating the result of a broadcasting operation when the tensors do not have statically known shapes.

#### Args:

* **shape\_x**: A rank 1 integer Tensor, representing the shape of x.
* **shape\_y**: A rank 1 integer Tensor, representing the shape of y.

#### Returns:

A rank 1 integer Tensor representing the broadcasted shape.

# tf.broadcast\_static\_shape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_static_shape#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_static_shape#aliases)

Computes the shape of a broadcast given known shapes.

### Aliases:

* tf.broadcast\_static\_shape
* tf.compat.v1.broadcast\_static\_shape
* tf.compat.v2.broadcast\_static\_shape

tf.broadcast\_static\_shape(  
    shape\_x,  
    shape\_y  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

When shape\_x and shape\_y are fully known TensorShapes this computes a TensorShape which is the shape of the result of a broadcasting op applied in tensors of shapes shape\_x and shape\_y.

For example, if shape\_x is [1, 2, 3] and shape\_y is [5, 1, 3], the result is a TensorShape whose value is [5, 2, 3].

This is useful when validating the result of a broadcasting operation when the tensors have statically known shapes.

#### Args:

* **shape\_x**: A TensorShape
* **shape\_y**: A TensorShape

#### Returns:

A TensorShape representing the broadcasted shape.

#### Raises:

* **ValueError**: If the two shapes can not be broadcasted.

# tf.broadcast\_to

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_to#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_to#aliases)

Broadcast an array for a compatible shape.

### Aliases:

* tf.broadcast\_to
* tf.compat.v1.broadcast\_to
* tf.compat.v2.broadcast\_to

tf.broadcast\_to(  
    input,  
    shape,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

Broadcasting is the process of making arrays to have compatible shapes for arithmetic operations. Two shapes are compatible if for each dimension pair they are either equal or one of them is one. When trying to broadcast a Tensor to a shape, it starts with the trailing dimensions, and works its way forward.

For example,

>>> x = tf.constant([1, 2, 3])  
>>> y = tf.broadcast\_to(x, [3, 3])  
>>> sess.run(y)  
array([[1, 2, 3],  
       [1, 2, 3],  
       [1, 2, 3]], dtype=int32)

In the above example, the input Tensor with the shape of [1, 3] is broadcasted to output Tensor with shape of [3, 3].

#### Args:

* **input**: A Tensor. A Tensor to broadcast.
* **shape**: A Tensor. Must be one of the following types: int32, int64. An 1-D int Tensor. The shape of the desired output.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.case

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case#aliases)

Create a case operation.

### Aliases:

* tf.case
* tf.compat.v1.case
* tf.compat.v2.case

tf.case(  
    pred\_fn\_pairs,  
    default=None,  
    exclusive=False,  
    strict=False,  
    name='case'  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

See also [tf.switch\_case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case).

The pred\_fn\_pairs parameter is a dict or list of pairs of size N. Each pair contains a boolean scalar tensor and a python callable that creates the tensors to be returned if the boolean evaluates to True.default is a callable generating a list of tensors. All the callables in pred\_fn\_pairs as well as default (if provided) should return the same number and types of tensors.

If exclusive==True, all predicates are evaluated, and an exception is thrown if more than one of the predicates evaluates to True. If exclusive==False, execution stops at the first predicate which evaluates to True, and the tensors generated by the corresponding function are returned immediately. If none of the predicates evaluate to True, this operation returns the tensors generated by default.

[tf.case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case) supports nested structures as implemented in tf.contrib.framework.nest. All of the callables must return the same (possibly nested) value structure of lists, tuples, and/or named tuples. Singleton lists and tuples form the only exceptions to this: when returned by a callable, they are implicitly unpacked to single values. This behavior is disabled by passing strict=True.

If an unordered dictionary is used for pred\_fn\_pairs, the order of the conditional tests is not guaranteed. However, the order is guaranteed to be deterministic, so that variables created in conditional branches are created in fixed order across runs.

**Example 1:**

#### Pseudocode:

if (x < y) return 17;  
else return 23;

#### Expressions:

f1 = lambda: tf.constant(17)  
f2 = lambda: tf.constant(23)  
r = tf.case([(tf.less(x, y), f1)], default=f2)

**Example 2:**

#### Pseudocode:

if (x < y && x > z) raise OpError("Only one predicate may evaluate to True");  
if (x < y) return 17;  
else if (x > z) return 23;  
else return -1;

#### Expressions:

def f1(): return tf.constant(17)  
def f2(): return tf.constant(23)  
def f3(): return tf.constant(-1)  
r = tf.case({tf.less(x, y): f1, tf.greater(x, z): f2},  
         default=f3, exclusive=True)

#### Args:

* **pred\_fn\_pairs**: Dict or list of pairs of a boolean scalar tensor and a callable which returns a list of tensors.
* **default**: Optional callable that returns a list of tensors.
* **exclusive**: True iff at most one predicate is allowed to evaluate to True.
* **strict**: A boolean that enables/disables 'strict' mode; see above.
* **name**: A name for this operation (optional).

#### Returns:

The tensors returned by the first pair whose predicate evaluated to True, or those returned by defaultif none does.

#### Raises:

* **TypeError**: If pred\_fn\_pairs is not a list/dictionary.
* **TypeError**: If pred\_fn\_pairs is a list but does not contain 2-tuples.
* **TypeError**: If fns[i] is not callable for any i, or default is not callable.

#### Eager Compatibility

Unordered dictionaries are not supported in eager mode when exclusive=False. Use a list of tuples instead.

# tf.clip\_by\_global\_norm

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_global_norm#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_global_norm#aliases)

Clips values of multiple tensors by the ratio of the sum of their norms.

### Aliases:

* tf.clip\_by\_global\_norm
* tf.compat.v1.clip\_by\_global\_norm
* tf.compat.v2.clip\_by\_global\_norm

tf.clip\_by\_global\_norm(  
    t\_list,  
    clip\_norm,  
    use\_norm=None,  
    name=None  
)

Defined in [python/ops/clip\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/clip_ops.py).

Given a tuple or list of tensors t\_list, and a clipping ratio clip\_norm, this operation returns a list of clipped tensors list\_clipped and the global norm (global\_norm) of all tensors in t\_list. Optionally, if you've already computed the global norm for t\_list, you can specify the global norm with use\_norm.

To perform the clipping, the values t\_list[i] are set to:

t\_list[i] \* clip\_norm / max(global\_norm, clip\_norm)

where:

global\_norm = sqrt(sum([l2norm(t)\*\*2 for t in t\_list]))

If clip\_norm > global\_norm then the entries in t\_list remain as they are, otherwise they're all shrunk by the global ratio.

If global\_norm == infinity then the entries in t\_list are all set to NaN to signal that an error occurred.

Any of the entries of t\_list that are of type None are ignored.

This is the correct way to perform gradient clipping (for example, see [Pascanu et al., 2012](http://arxiv.org/abs/1211.5063) ([pdf](http://arxiv.org/pdf/1211.5063.pdf))).

However, it is slower than clip\_by\_norm() because all the parameters must be ready before the clipping operation can be performed.

#### Args:

* **t\_list**: A tuple or list of mixed Tensors, IndexedSlices, or None.
* **clip\_norm**: A 0-D (scalar) Tensor > 0. The clipping ratio.
* **use\_norm**: A 0-D (scalar) Tensor of type float (optional). The global norm to use. If not provided, global\_norm() is used to compute the norm.
* **name**: A name for the operation (optional).

#### Returns:

* **list\_clipped**: A list of Tensors of the same type as list\_t.
* **global\_norm**: A 0-D (scalar) Tensor representing the global norm.

#### Raises:

* **TypeError**: If t\_list is not a sequence.

# tf.clip\_by\_norm

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_norm#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_norm#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_norm#used_in_the_guide)

Clips tensor values to a maximum L2-norm.

### Aliases:

* tf.clip\_by\_norm
* tf.compat.v1.clip\_by\_norm
* tf.compat.v2.clip\_by\_norm

tf.clip\_by\_norm(  
    t,  
    clip\_norm,  
    axes=None,  
    name=None  
)

Defined in [python/ops/clip\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/clip_ops.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)

Given a tensor t, and a maximum clip value clip\_norm, this operation normalizes t so that its L2-norm is less than or equal to clip\_norm, along the dimensions given in axes. Specifically, in the default case where all dimensions are used for calculation, if the L2-norm of t is already less than or equal to clip\_norm, then t is not modified. If the L2-norm is greater than clip\_norm, then this operation returns a tensor of the same type and shape as t with its values set to:

t \* clip\_norm / l2norm(t)

In this case, the L2-norm of the output tensor is clip\_norm.

As another example, if t is a matrix and axes == [1], then each row of the output will have L2-norm less than or equal to clip\_norm. If axes == [0] instead, each column of the output will be clipped.

This operation is typically used to clip gradients before applying them with an optimizer.

#### Args:

* **t**: A Tensor or IndexedSlices.
* **clip\_norm**: A 0-D (scalar) Tensor > 0. A maximum clipping value.
* **axes**: A 1-D (vector) Tensor of type int32 containing the dimensions to use for computing the L2-norm. If None (the default), uses all dimensions.
* **name**: A name for the operation (optional).

#### Returns:

A clipped Tensor or IndexedSlices.

# tf.clip\_by\_value

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_value#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_value#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_value#used_in_the_tutorials)

Clips tensor values to a specified min and max.

### Aliases:

* tf.clip\_by\_value
* tf.compat.v1.clip\_by\_value
* tf.compat.v2.clip\_by\_value

tf.clip\_by\_value(  
    t,  
    clip\_value\_min,  
    clip\_value\_max,  
    name=None  
)

Defined in [python/ops/clip\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/clip_ops.py).

### Used in the tutorials:

* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)

Given a tensor t, this operation returns a tensor of the same type and shape as t with its values clipped to clip\_value\_min and clip\_value\_max. Any values less than clip\_value\_min are set to clip\_value\_min. Any values greater than clip\_value\_max are set to clip\_value\_max.

**Note:** **clip\_value\_min** needs to be smaller or equal to **clip\_value\_max** for correct results.

#### Args:

* **t**: A Tensor or IndexedSlices.
* **clip\_value\_min**: A 0-D (scalar) Tensor, or a Tensor with the same shape as t. The minimum value to clip by.
* **clip\_value\_max**: A 0-D (scalar) Tensor, or a Tensor with the same shape as t. The maximum value to clip by.
* **name**: A name for the operation (optional).

#### Returns:

A clipped Tensor or IndexedSlices.

#### Raises:

* **ValueError**: If the clip tensors would trigger array broadcasting that would make the returned tensor larger than the input.

# tf.concat

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat#used_in_the_tutorials)

Concatenates tensors along one dimension.

### Aliases:

* tf.compat.v1.concat
* tf.compat.v2.concat
* tf.concat

tf.concat(  
    values,  
    axis,  
    name='concat'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [Ragged Tensors](https://www.tensorflow.org/beta/guide/ragged_tensors)

### Used in the tutorials:

* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)
* [Load CSV with tf.data](https://www.tensorflow.org/beta/tutorials/load_data/csv)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [Unicode strings](https://www.tensorflow.org/beta/tutorials/text/unicode)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Concatenates the list of tensors values along dimension axis. If values[i].shape = [D0, D1, ... Daxis(i), ...Dn], the concatenated result has shape

[D0, D1, ... Raxis, ...Dn]

where

Raxis = sum(Daxis(i))

That is, the data from the input tensors is joined along the axis dimension.

The number of dimensions of the input tensors must match, and all dimensions except axis must be equal.

#### For example:

t1 = [[1, 2, 3], [4, 5, 6]]  
t2 = [[7, 8, 9], [10, 11, 12]]  
tf.concat([t1, t2], 0)  # [[1, 2, 3], [4, 5, 6], [7, 8, 9], [10, 11, 12]]  
tf.concat([t1, t2], 1)  # [[1, 2, 3, 7, 8, 9], [4, 5, 6, 10, 11, 12]]  
  
# tensor t3 with shape [2, 3]  
# tensor t4 with shape [2, 3]  
tf.shape(tf.concat([t3, t4], 0))  # [4, 3]  
tf.shape(tf.concat([t3, t4], 1))  # [2, 6]

As in Python, the axis could also be negative numbers. Negative axis are interpreted as counting from the end of the rank, i.e., axis + rank(values)-th dimension.

#### For example:

t1 = [[[1, 2], [2, 3]], [[4, 4], [5, 3]]]  
t2 = [[[7, 4], [8, 4]], [[2, 10], [15, 11]]]  
tf.concat([t1, t2], -1)

would produce:

[[[ 1,  2,  7,  4],  
  [ 2,  3,  8,  4]],  
  
 [[ 4,  4,  2, 10],  
  [ 5,  3, 15, 11]]]

**Note:** If you are concatenating along a new axis consider using stack. E.g.

tf.concat([tf.expand\_dims(t, axis) for t in tensors], axis)

can be rewritten as

tf.stack(tensors, axis=axis)

#### Args:

* **values**: A list of Tensor objects or a single Tensor.
* **axis**: 0-D int32 Tensor. Dimension along which to concatenate. Must be in the range [-rank(values), rank(values)). As in Python, indexing for axis is 0-based. Positive axis in the rage of [0, rank(values)) refers to axis-th dimension. And negative axis refers to axis + rank(values)-th dimension.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor resulting from concatenation of the input tensors.

# tf.cond

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond#aliases)

Return true\_fn() if the predicate pred is true else false\_fn().

### Aliases:

* tf.compat.v2.cond
* tf.cond

tf.cond(  
    pred,  
    true\_fn=None,  
    false\_fn=None,  
    name=None  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

true\_fn and false\_fn both return lists of output tensors. true\_fn and false\_fn must have the same non-zero number and type of outputs.

**WARNING**: Any Tensors or Operations created outside of true\_fn and false\_fn will be executed regardless of which branch is selected at runtime.

Although this behavior is consistent with the dataflow model of TensorFlow, it has frequently surprised users who expected a lazier semantics. Consider the following simple program:

z = tf.multiply(a, b)  
result = tf.cond(x < y, lambda: tf.add(x, z), lambda: tf.square(y))

If x < y, the [tf.add](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add) operation will be executed and [tf.square](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/square) operation will not be executed. Since z is needed for at least one branch of the cond, the [tf.multiply](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/multiply) operation is always executed, unconditionally.

Note that cond calls true\_fn and false\_fn exactly once (inside the call to cond, and not at all during Session.run()). cond stitches together the graph fragments created during the true\_fnand false\_fn calls with some additional graph nodes to ensure that the right branch gets executed depending on the value of pred.

[tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) supports nested structures as implemented in tensorflow.python.util.nest. Both true\_fn and false\_fn must return the same (possibly nested) value structure of lists, tuples, and/or named tuples. Singleton lists and tuples form the only exceptions to this: when returned bytrue\_fn and/or false\_fn, they are implicitly unpacked to single values.

**Note:** It is illegal to "directly" use tensors created inside a cond branch outside it, e.g. by storing a reference to a branch tensor in the python state. If you need to use a tensor created in a branch function you should return it as an output of the branch function and use the output from [**tf.cond**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) instead.

#### Args:

* **pred**: A scalar determining whether to return the result of true\_fn or false\_fn.
* **true\_fn**: The callable to be performed if pred is true.
* **false\_fn**: The callable to be performed if pred is false.
* **name**: Optional name prefix for the returned tensors.

#### Returns:

Tensors returned by the call to either true\_fn or false\_fn. If the callables return a singleton list, the element is extracted from the list.

#### Raises:

* **TypeError**: if true\_fn or false\_fn is not callable.
* **ValueError**: if true\_fn and false\_fn do not return the same number of tensors, or return tensors of different types.

#### Example:

x = tf.constant(2)  
y = tf.constant(5)  
def f1(): return tf.multiply(x, 17)  
def f2(): return tf.add(y, 23)  
r = tf.cond(tf.less(x, y), f1, f2)  
# r is set to f1().  
# Operations in f2 (e.g., tf.add) are not executed.

# tf.constant

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant#used_in_the_tutorials)

Creates a constant tensor.

### Aliases:

* tf.compat.v2.constant
* tf.constant

tf.constant(  
    value,  
    dtype=None,  
    shape=None,  
    name='Const'  
)

Defined in [python/framework/constant\_op.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/constant_op.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)
* [Ragged Tensors](https://www.tensorflow.org/beta/guide/ragged_tensors)
* [Using GPUs](https://www.tensorflow.org/beta/guide/using_gpu)
* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)
* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [Automatic differentiation and gradient tape](https://www.tensorflow.org/beta/tutorials/eager/automatic_differentiation)
* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [Unicode strings](https://www.tensorflow.org/beta/tutorials/text/unicode)
* [Using TFRecords and tf.Example](https://www.tensorflow.org/beta/tutorials/load_data/tf_records)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

The resulting tensor is populated with values of type dtype, as specified by arguments value and (optionally) shape (see examples below).

The argument value can be a constant value, or a list of values of type dtype. If value is a list, then the length of the list must be less than or equal to the number of elements implied by the shapeargument (if specified). In the case where the list length is less than the number of elements specified by shape, the last element in the list will be used to fill the remaining entries.

The argument shape is optional. If present, it specifies the dimensions of the resulting tensor. If not present, the shape of value is used.

If the argument dtype is not specified, then the type is inferred from the type of value.

#### For example:

# Constant 1-D Tensor populated with value list.  
tensor = tf.constant([1, 2, 3, 4, 5, 6]) => [1 2 3 4 5 6]  
  
# Constant 1-D Tensor populated with value list.  
tensor = tf.constant([1, 2, 3, 4, 5, 6], shape=(2,3))  
     => [[1 2 3], [4 5 6]]  
  
# Constant 2-D tensor populated with scalar value -1.  
tensor = tf.constant(-1.0, shape=[2, 3]) => [[-1. -1. -1.]  
                                             [-1. -1. -1.]]

[tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) differs from [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) in a few ways:

* [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) supports arbitrary constants, not just uniform scalar Tensors like [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill).
* [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) creates a Const node in the computation graph with the exact value at graph construction time. On the other hand, [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) creates an Op in the graph that is expanded at runtime.
* Because [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) only embeds constant values in the graph, it does not support dynamic shapes based on other runtime Tensors, whereas [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) does.

#### Args:

* **value**: A constant value (or list) of output type dtype.
* **dtype**: The type of the elements of the resulting tensor.
* **shape**: Optional dimensions of resulting tensor.
* **name**: Optional name for the tensor.

#### Returns:

A Constant Tensor.

#### Raises:

* **TypeError**: if shape is incorrectly specified or unsupported.

# tf.constant\_initializer

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer#top_of_page)
* [Class constant\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer#class_constant_initializer)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer#used_in_the_guide)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant_initializer#__init__)

## Class constant\_initializer

Initializer that generates tensors with constant values.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers/Initializer)

### Aliases:

* Class tf.compat.v2.constant\_initializer
* Class tf.compat.v2.initializers.Constant
* Class tf.compat.v2.initializers.constant
* Class tf.compat.v2.keras.initializers.Constant
* Class tf.compat.v2.keras.initializers.constant
* Class tf.constant\_initializer
* Class tf.initializers.Constant
* Class tf.initializers.constant
* Class tf.keras.initializers.Constant
* Class tf.keras.initializers.constant

Defined in [python/ops/init\_ops\_v2.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops_v2.py).

### Used in the guide:

* [Keras: A quick overview](https://www.tensorflow.org/beta/guide/keras/overview)

The resulting tensor is populated with values of type dtype, as specified by arguments valuefollowing the desired shape of the new tensor (see examples below).

The argument value can be a constant value, or a list of values of type dtype. If value is a list, then the length of the list must be less than or equal to the number of elements implied by the desired shape of the tensor. In the case where the total number of elements in value is less than the number of elements required by the tensor shape, the last element in value will be used to fill the remaining entries. If the total number of elements in value is greater than the number of elements required by the tensor shape, the initializer will raise a ValueError.

#### Args:

* **value**: A Python scalar, list or tuple of values, or a N-dimensional numpy array. All elements of the initialized variable will be set to the corresponding value in the value argument.

#### Raises:

* **TypeError**: If the input value is not one of the expected types.

#### Examples:

The following example can be rewritten using a numpy.ndarray instead of the value list, even reshaped, as shown in the two commented lines below the value list initialization.

  >>> import numpy as np  
  >>> import tensorflow as tf  
  
  >>> value = [0, 1, 2, 3, 4, 5, 6, 7]  
  >>> # value = np.array(value)  
  >>> # value = value.reshape([2, 4])  
  >>> init = tf.compat.v1.constant\_initializer(value)  
  
  >>> print('fitting shape:')  
  >>> with tf.compat.v1.Session():  
  >>>   x = tf.compat.v1.get\_variable('x', shape=[2, 4], initializer=init)  
  >>>   x.initializer.run()  
  >>>   print(x.eval())  
  
  fitting shape:  
  [[ 0.  1.  2.  3.]  
   [ 4.  5.  6.  7.]]  
  
  >>> print('larger shape:')  
  >>> with tf.compat.v1.Session():  
  >>>   x = tf.compat.v1.get\_variable('x', shape=[3, 4], initializer=init)  
  >>>   x.initializer.run()  
  >>>   print(x.eval())  
  
  larger shape:  
  [[ 0.  1.  2.  3.]  
   [ 4.  5.  6.  7.]  
   [ 7.  7.  7.  7.]]  
  
  >>> print('smaller shape:')  
  >>> with tf.compat.v1.Session():  
  >>>   x = tf.compat.v1.get\_variable('x', shape=[2, 3], initializer=init)  
  
  ValueError: Too many elements provided. Needed at most 6, but received 8

## \_\_init\_\_

\_\_init\_\_(value=0)

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=None  
)

Returns a tensor object initialized as specified by the initializer.

#### Args:

* **shape**: Shape of the tensor.
* **dtype**: Optional dtype of the tensor. If not provided the dtype of the tensor created will be the type of the inital value.

#### Raises:

* **TypeError**: If the initializer cannot create a tensor of the requested dtype.

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

* **config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.control\_dependencies

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies#aliases)

Wrapper for Graph.control\_dependencies() using the default graph.

### Aliases:

* tf.compat.v1.control\_dependencies
* tf.compat.v2.control\_dependencies
* tf.control\_dependencies

tf.control\_dependencies(control\_inputs)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.control\_dependencies](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#control_dependencies) for more details.

When eager execution is enabled, any callable object in the control\_inputs list will be called.

#### Args:

* **control\_inputs**: A list of Operation or Tensor objects which must be executed or computed before running the operations defined in the context. Can also be None to clear the control dependencies. If eager execution is enabled, any callable object in the control\_inputslist will be called.

#### Returns:

A context manager that specifies control dependencies for all operations constructed within the context.

# tf.convert\_to\_tensor

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/convert_to_tensor#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/convert_to_tensor#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/convert_to_tensor#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/convert_to_tensor#used_in_the_tutorials)

Converts the given value to a Tensor.

### Aliases:

* tf.compat.v2.convert\_to\_tensor
* tf.convert\_to\_tensor

tf.convert\_to\_tensor(  
    value,  
    dtype=None,  
    dtype\_hint=None,  
    name=None  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)

### Used in the tutorials:

* [Automatic differentiation and gradient tape](https://www.tensorflow.org/beta/tutorials/eager/automatic_differentiation)
* [Custom training: walkthrough](https://www.tensorflow.org/beta/tutorials/eager/custom_training_walkthrough)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)

This function converts Python objects of various types to Tensor objects. It accepts Tensor objects, numpy arrays, Python lists, and Python scalars. For example:

import numpy as np  
  
def my\_func(arg):  
  arg = tf.convert\_to\_tensor(arg, dtype=tf.float32)  
  return tf.matmul(arg, arg) + arg  
  
# The following calls are equivalent.  
value\_1 = my\_func(tf.constant([[1.0, 2.0], [3.0, 4.0]]))  
value\_2 = my\_func([[1.0, 2.0], [3.0, 4.0]])  
value\_3 = my\_func(np.array([[1.0, 2.0], [3.0, 4.0]], dtype=np.float32))

This function can be useful when composing a new operation in Python (such as my\_func in the example above). All standard Python op constructors apply this function to each of their Tensor-valued inputs, which allows those ops to accept numpy arrays, Python lists, and scalars in addition to Tensorobjects.

**Note:** This function diverges from default Numpy behavior for **float** and **string** types when **None** is present in a Python list or scalar. Rather than silently converting **None** values, an error will be thrown.

#### Args:

* **value**: An object whose type has a registered Tensor conversion function.
* **dtype**: Optional element type for the returned tensor. If missing, the type is inferred from the type of value.
* **dtype\_hint**: Optional element type for the returned tensor, used when dtype is None. In some cases, a caller may not have a dtype in mind when converting to a tensor, so dtype\_hint can be used as a soft preference. If the conversion to dtype\_hint is not possible, this argument has no effect.
* **name**: Optional name to use if a new Tensor is created.

#### Returns:

A Tensor based on value.

#### Raises:

* **TypeError**: If no conversion function is registered for value to dtype.
* **RuntimeError**: If a registered conversion function returns an invalid value.
* **ValueError**: If the value is a tensor not of given dtype in graph mode.

# tf.CriticalSection
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* [Class CriticalSection](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection#class_criticalsection)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection#properties)

## Class CriticalSection

Critical section.

### Aliases:

* Class tf.CriticalSection
* Class tf.compat.v1.CriticalSection
* Class tf.compat.v2.CriticalSection

Defined in [python/ops/critical\_section\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/critical_section_ops.py).

A CriticalSection object is a resource in the graph which executes subgraphs in **serial** order. A common example of a subgraph one may wish to run exclusively is the one given by the following function:

v = resource\_variable\_ops.ResourceVariable(0.0, name="v")  
  
def count():  
  value = v.read\_value()  
  with tf.control\_dependencies([value]):  
    with tf.control\_dependencies([v.assign\_add(1)]):  
      return tf.identity(value)

Here, a snapshot of v is captured in value; and then v is updated. The snapshot value is returned.

If multiple workers or threads all execute count in parallel, there is no guarantee that access to the variable v is atomic at any point within any thread's calculation of count. In fact, even implementing an atomic counter that guarantees that the user will see each value 0, 1, ..., is currently impossible.

The solution is to ensure any access to the underlying resource v is only processed through a critical section:

cs = CriticalSection()  
f1 = cs.execute(count)  
f2 = cs.execute(count)  
output = f1 + f2  
session.run(output)

The functions f1 and f2 will be executed serially, and updates to v will be atomic.

**NOTES**

All resource objects, including the critical section and any captured variables of functions executed on that critical section, will be colocated to the same device (host and cpu/gpu).

When using multiple critical sections on the same resources, there is no guarantee of exclusive access to those resources. This behavior is disallowed by default (but see the kwarg exclusive\_resource\_access).

For example, running the same function in two separate critical sections will not ensure serial execution:

v = tf.compat.v1.get\_variable("v", initializer=0.0, use\_resource=True)  
def accumulate(up):  
  x = v.read\_value()  
  with tf.control\_dependencies([x]):  
    with tf.control\_dependencies([v.assign\_add(up)]):  
      return tf.identity(x)  
ex1 = CriticalSection().execute(  
  accumulate, 1.0, exclusive\_resource\_access=False)  
ex2 = CriticalSection().execute(  
  accumulate, 1.0, exclusive\_resource\_access=False)  
bad\_sum = ex1 + ex2  
sess.run(v.initializer)  
sess.run(bad\_sum)  # May return 0.0

## \_\_init\_\_

\_\_init\_\_(  
    name=None,  
    shared\_name=None,  
    critical\_section\_def=None,  
    import\_scope=None  
)

Creates a critical section.

## Properties

### name

## Methods

### execute

execute(  
    fn,  
    exclusive\_resource\_access=True,  
    name=None  
)

Execute function fn() inside the critical section.

fn should not accept any arguments. To add extra arguments to when calling fn in the critical section, create a lambda:

critical\_section.execute(lambda: fn(\*my\_args, \*\*my\_kwargs))

#### Args:

* **fn**: The function to execute. Must return at least one tensor.
* **exclusive\_resource\_access**: Whether the resources required by fn should be exclusive to this CriticalSection. Default: True. You may want to set this to False if you will be accessing a resource in read-only mode in two different CriticalSections.
* **name**: The name to use when creating the execute operation.

#### Returns:

The tensors returned from fn().

#### Raises:

* **ValueError**: If fn attempts to lock this CriticalSection in any nested or lazy way that may cause a deadlock.
* **ValueError**: If exclusive\_resource\_access == True and another CriticalSection has an execution requesting the same resources as fn. Note, even ifexclusive\_resource\_accessisTrue, if another execution in anotherCriticalSectionwas created withoutexclusive\_resource\_access=True, aValueError` will be raised.

# tf.custom\_gradient
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Decorator to define a function with a custom gradient.

### Aliases:

* tf.compat.v1.custom\_gradient
* tf.compat.v2.custom\_gradient
* tf.custom\_gradient

tf.custom\_gradient(f)

Defined in [python/ops/custom\_gradient.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/custom_gradient.py).

This decorator allows fine grained control over the gradients of a sequence for operations. This may be useful for multiple reasons, including providing a more efficient or numerically stable gradient for a sequence of operations.

For example, consider the following function that commonly occurs in the computation of cross entropy and log likelihoods:

def log1pexp(x):  
  return tf.math.log(1 + tf.exp(x))

Due to numerical instability, the gradient this function evaluated at x=100 is NaN. For example:

x = tf.constant(100.)  
y = log1pexp(x)  
dy = tf.gradients(y, x) # Will be NaN when evaluated.

The gradient expression can be analytically simplified to provide numerical stability:

@tf.custom\_gradient  
def log1pexp(x):  
  e = tf.exp(x)  
  def grad(dy):  
    return dy \* (1 - 1 / (1 + e))  
  return tf.math.log(1 + e), grad

With this definition, the gradient at x=100 will be correctly evaluated as 1.0.

See also [tf.RegisterGradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient) which registers a gradient function for a primitive TensorFlow operation. [tf.custom\_gradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/custom_gradient) on the other hand allows for fine grained control over the gradient computation of a sequence of operations.

Note that if the decorated function uses Variables, the enclosing variable scope must be using ResourceVariables.

#### Args:

* **f**: function f(\*x) that returns a tuple (y, grad\_fn) where:
  + x is a sequence of Tensor inputs to the function.
  + y is a Tensor or sequence of Tensor outputs of applying TensorFlow operations in f to x.
  + grad\_fn is a function with the signature g(\*grad\_ys) which returns a list of Tensors - the derivatives of Tensors in y with respect to the Tensors in x. grad\_ys is a Tensoror sequence of Tensors the same size as y holding the initial value gradients for each Tensor in y. In a pure mathematical sense, a vector-argument vector-valued function f's derivatives should be its Jacobian matrix J. Here we are expressing the Jacobian J as a function grad\_fn which defines how J will transform a vector grad\_ys when left-multiplied with it (grad\_ys \* J). This functional representation of a matrix is convenient to use for chain-rule calculation (in e.g. the back-propagation algorithm).

If f uses Variables (that are not part of the inputs), i.e. through get\_variable, then grad\_fn should have signature g(\*grad\_ys, variables=None), where variables is a list of the Variables, and return a 2-tuple (grad\_xs, grad\_vars), where grad\_xs is the same as above, and grad\_vars is a list<Tensor> with the derivatives of Tensors in y with respect to the variables (that is, grad\_vars has one Tensor per variable in variables).

#### Returns:

A function h(x) which returns the same value as f(x)[0] and whose gradient (as calculated by [tf.gradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gradients)) is determined by f(x)[1].

# tf.device
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Specifies the device for ops created/executed in this context.

### Aliases:

* tf.compat.v2.device
* tf.device

tf.device(device\_name)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)
* [Using GPUs](https://www.tensorflow.org/beta/guide/using_gpu)

### Used in the tutorials:

* [Tensors and Operations](https://www.tensorflow.org/beta/tutorials/eager/basics)

device\_name can be fully specified, as in "/job:worker/task:1/device:cpu:0", or partially specified, containing only a subset of the "/"-separated fields. Any fields which are specified override device annotations from outer scopes. For example:

with tf.device('/job:foo'):  
  # ops created here have devices with /job:foo  
  with tf.device('/job:bar/task:0/device:gpu:2'):  
    # ops created here have the fully specified device above  
  with tf.device('/device:gpu:1'):  
    # ops created here have the device '/job:foo/device:gpu:1'

#### Args:

* **device\_name**: The device name to use in the context.

#### Returns:

A context manager that specifies the default device to use for newly created ops.

#### Raises:

* **RuntimeError**: If a function is passed in.

# tf.DeviceSpec
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## Class DeviceSpec

Represents a (possibly partial) specification for a TensorFlow device.

### Aliases:

* Class tf.DeviceSpec
* Class tf.compat.v2.DeviceSpec

Defined in [python/framework/device\_spec.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/device_spec.py).

DeviceSpecs are used throughout TensorFlow to describe where state is stored and computations occur. Using DeviceSpec allows you to parse device spec strings to verify their validity, merge them or compose them programmatically.

#### Example:

# Place the operations on device "GPU:0" in the "ps" job.  
device\_spec = DeviceSpec(job="ps", device\_type="GPU", device\_index=0)  
with tf.device(device\_spec):  
  # Both my\_var and squared\_var will be placed on /job:ps/device:GPU:0.  
  my\_var = tf.Variable(..., name="my\_variable")  
  squared\_var = tf.square(my\_var)

If a DeviceSpec is partially specified, it will be merged with other DeviceSpecs according to the scope in which it is defined. DeviceSpec components defined in inner scopes take precedence over those defined in outer scopes.

with tf.device(DeviceSpec(job="train", )):  
  with tf.device(DeviceSpec(job="ps", device\_type="GPU", device\_index=0):  
    # Nodes created here will be assigned to /job:ps/device:GPU:0.  
  with tf.device(DeviceSpec(device\_type="GPU", device\_index=1):  
    # Nodes created here will be assigned to /job:train/device:GPU:1.

A DeviceSpec consists of 5 components -- each of which is optionally specified:

* Job: The job name.
* Replica: The replica index.
* Task: The task index.
* Device type: The device type string (e.g. "CPU" or "GPU").
* Device index: The device index.

## \_\_init\_\_

\_\_init\_\_(  
    job=None,  
    replica=None,  
    task=None,  
    device\_type=None,  
    device\_index=None  
)

Create a new DeviceSpec object.

#### Args:

* **job**: string. Optional job name.
* **replica**: int. Optional replica index.
* **task**: int. Optional task index.
* **device\_type**: Optional device type string (e.g. "CPU" or "GPU")
* **device\_index**: int. Optional device index. If left unspecified, device represents 'any' device\_index.

## Properties

### device\_index

### device\_type

### job

### replica

### task

## Methods

### \_\_eq\_\_

\_\_eq\_\_(other)

Checks if the other DeviceSpec is same as the current instance, eg have

same value for all the internal fields.

#### Args:

* **other**: Another DeviceSpec

#### Returns:

Return True if other is also a DeviceSpec instance and has same value as the current instance. Return False otherwise.

### from\_string

@classmethod  
from\_string(  
    cls,  
    spec  
)

Construct a DeviceSpec from a string.

#### Args:

* **spec**: a string of the form /job:/replica:/task:/device:CPU: or /job:/replica:/task:/device:GPU: as cpu and gpu are mutually exclusive. All entries are optional.

#### Returns:

A DeviceSpec.

### make\_merged\_spec

make\_merged\_spec(dev)

Returns a new DeviceSpec which incorporates dev.

When combining specs, dev will take precidence over the current spec. So for instance:

first\_spec = tf.DeviceSpec(job=0, device\_type="CPU")  
second\_spec = tf.DeviceSpec(device\_type="GPU")  
combined\_spec = first\_spec.make\_merged\_spec(second\_spec)

is equivalent to:

combined\_spec = tf.DeviceSpec(job=0, device\_type="GPU")

#### Args:

* **dev**: a DeviceSpec

#### Returns:

A new DeviceSpec which combines self and dev

### parse\_from\_string

parse\_from\_string(spec)

Parse a DeviceSpec name into its components.

2.x behavior change: In TensorFlow 1.x, this function mutates its own state and returns itself. In 2.x, DeviceSpecs are immutable, and this function will return a DeviceSpec which contains the spec.

Recommended:

```  
# my\_spec and my\_updated\_spec are unrelated.  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_updated\_spec = tf.DeviceSpec.from\_string("/GPU:0")  
with tf.device(my\_updated\_spec):  
  ...  
```

Will work in 1.x and 2.x (though deprecated in 2.x):

```  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_updated\_spec = my\_spec.parse\_from\_string("/GPU:0")  
with tf.device(my\_updated\_spec):  
  ...  
```

Will NOT work in 2.x:

```  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_spec.parse\_from\_string("/GPU:0")  # <== Will not update my\_spec  
with tf.device(my\_spec):  
  ...  
```

In general, DeviceSpec.from\_string should completely replace DeviceSpec.parse\_from\_string, and DeviceSpec.replace should completely replace setting attributes directly.

#### Args:

* **spec**: an optional string of the form /job:/replica:/task:/device:CPU: or /job:/replica:/task:/device:GPU: as cpu and gpu are mutually exclusive. All entries are optional.

#### Returns:

The DeviceSpec.

#### Raises:

* **ValueError**: if the spec was not valid.

### replace

replace(\*\*kwargs)

Convenience method for making a new DeviceSpec by overriding fields.

#### For instance:

my\_spec = DeviceSpec=(job="my\_job", device="CPU")  
my\_updated\_spec = my\_spec.replace(device="GPU")  
my\_other\_spec = my\_spec.replace(device=None)

#### Args:

* **\*\*kwargs**: This method takes the same args as the DeviceSpec constructor

#### Returns:

A DeviceSpec with the fields specified in kwargs overridden.

### to\_string

to\_string()

Return a string representation of this DeviceSpec.

#### Returns:

a string of the form /job:/replica:/task:/device::.

# tf.dynamic\_partition
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Partitions data into num\_partitions tensors using indices from partitions.

### Aliases:

* tf.compat.v1.dynamic\_partition
* tf.compat.v2.dynamic\_partition
* tf.dynamic\_partition

tf.dynamic\_partition(  
    data,  
    partitions,  
    num\_partitions,  
    name=None  
)

Defined in generated file: python/ops/gen\_data\_flow\_ops.py.

For each index tuple js of size partitions.ndim, the slice data[js, ...] becomes part of outputs[partitions[js]]. The slices with partitions[js] = i are placed in outputs[i] in lexicographic order of js, and the first dimension of outputs[i] is the number of entries in partitions equal to i. In detail,

    outputs[i].shape = [sum(partitions == i)] + data.shape[partitions.ndim:]  
  
    outputs[i] = pack([data[js, ...] for js if partitions[js] == i])

data.shape must start with partitions.shape.

#### For example:

    # Scalar partitions.  
    partitions = 1  
    num\_partitions = 2  
    data = [10, 20]  
    outputs[0] = []  # Empty with shape [0, 2]  
    outputs[1] = [[10, 20]]  
  
    # Vector partitions.  
    partitions = [0, 0, 1, 1, 0]  
    num\_partitions = 2  
    data = [10, 20, 30, 40, 50]  
    outputs[0] = [10, 20, 50]  
    outputs[1] = [30, 40]

See dynamic\_stitch for an example on how to merge partitions back.

![https://www.tensorflow.org/images/DynamicPartition.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAABF8AAAHLCAYAAAAeFTeWAACKOElEQVR4AezYgUaDURjH4VZUEKUELSlgKEPEgI0RlgDRpMCAtaEgAQrqArJAAQGCoJspgHYT6wPIdz7AeNeeH3+AOZw5tmcmSJIkvWcbTeTMzMzM7C2bJGmCE3wxMzMzM/giSZLgi5mZmRl8kSRJ8MXMzMzM4IskSfBlZ2dj9PB4aQFWr+8nf2Q1mwdBzmgrK0u5+7m7bweYnV80cnezu7cV5HxWqZST79tp+9DbEmO5u2k0doN8f2xzcw2+THqSJPhSq+2NfoafFmDd7knyz8nV9VmQM1q5vJ67n6/vZwuwl9de7m5arf0g57Nms5p83waDG29LkJVKpT930+sf+e4GWbW6DV8kSYIvBl/gi8EXgy/wxeCLJEmCL/DF4At8Mfhi8AW+SJIk+BJo8MXgC3wx+AJfDL5IkiT4Al8Mvhh8gS8GX+CLJEmCLwZf4Iv9U3wx+AJfDL5IkiT4Al8MvsAXgy8GX+CLJEmCLwZf4IvBF/hi8MXgiyRJ8MXgi8EX+GLwBb4YfJEkSYngC3wx+AJfDL4YfIEvkiQJvhh8gS8GX+CLTR++GHyRJAm+GHwx+AJfDL7AF4MvkiQJvsAXgy8GX+CLwRf4Imk12yix22yR6hScs5ItbJLgC3wx+GLwBb4YfIEvkuCLpPEEX+CLwReDL/DF4At8kQRfJMEXgy/wxeALfIEv8MXgi9TI1k9sLhi+dBJnPIYvkuALfDH4Al/gC3wx+AJfoic9FaDDYjB8GSY+4wO+SCoOvsAXgy/wxeCLwRf4IsEX+CIJvlhcfDH4Al8MvsAXgy8SfIEvkuALfDH4YvAFvhh8gS8SfCllW05sIRi+zBecczabpLDBF/hi8MXgC3wx+AJfJPhS2HjxRZLgC3wx+AJfDL4YfIEvEnyBL5Lgi8EX+GLwBb4YfDH4IvgCXyTBF4MvBl/gi8EX+GLwRYIvkqYi+PLL3j0AyZGGcRiv2NrNKbZt25qNbdu2bZ4Rsy7WmYuzbVsx/vfEW5Pu2Z10zyzqe6t+4fobPtP44sv9eunlh7V37xKtWz9BDzwwVQcOrlBk1OP69rvDJr7EEz/+dFzvvLtDx0+s0+NPzNKq1WO1ZetcPf3MRn3w4W4TXwwTXxIME1++/OqAXnn1Ee3bt1TrN0zUpk2T9eT+5YqIfEzffHvIxBfDxJcEPpnQEL0wDasxDb1RA0kRjEmPSuiFyViItViE8eiDWvEoVGRBQ/TAJKzCYgxHMRNf4sWkRC10xzgsu248eqAOUiGuJyuaoD/mYDVmYghqIjkCPdnRAmMwGyuwDosxE8PRCqWRBmbMJNr48smn+7RixWhVq176xgNES6lSpZTHU1ubN8/Rd98fMfElDpw4uV4DB7XRPfeE2KwTkDdvNo3newuPeMzElyB5/Y3lVyPF2LEede1aW1261LpN1GvLTHyJI2+/s0pbt43RpEltbdfn5FOzTXwJks+/2K81a8erdu1ySpYsqe1tWYqUydW0aTU98uiMePICgIkvL760UBs2DNTgwU0sr0d9+zZI5PHFzCsI9zID3lMPW3Aa8uF7rEAeuDkh6IxN+BCKpXN4CSOQFm5MI4RbqITokxytsAdnIRsLcGVWIjyanyELEQiPpSGwm4w279MbdpMa4V4uQF7+RLgfisJuPDbvkwdOJzl6Yz/+hWJwCofQFyngdOoh3EI1RJ8kaICdOAf58CceRk64OYWwAF9DfriA17EODQMXh8yY+BL8rSemz+h3Narw9frl3ntDtX3HfBNfgoQtj1S5cgk/1wkIa11HH3+yz8QXF73x5ko9sXkUl58wNW5cVtmyhcRmLdgyaY6JL0Hw7ntruH0aqylT2qlly4rKnedu67DshTU18SXAfvr5uBYsHKq0aVP7fVsWGppJRBgTX4Lo5VcWaeOmQRo6tJlq1iymLFnSxbhOGTOmNfElkc9lyMvjXk/Qd0F++g+jkBROpisO4zzk0K+Y6MLX1AWy0BA3Jh8ioVhYhCtzFHLZIthNKGRhGuwmLRQAFWE3AyALReFkPPgIukOfoA2cTHvIQjOv8HgA8tNpTIDTyYDVuAi54FekQ4IdMya+vP7GZlWtWtLx9aF375b66uuDJr4E0MqVY5QuXRpH63TffVm1e88iE18cWLiwu5o2K8/XGer/Gpj4EnC8Ei+PpxJbfd1jF1pMfIlj7CqpunUrOL7f6dSpkdhyxsSXAPjs800aNry5atcurpCQDH6vjYkvJr6UwueQAycc7ibzN+SyA8gQwPjSBn9BsbTYxJegxpfkeAJyyTakCFB8qYSvIAeW4U4nBz6GXJYJCXLMmPjy9jvbxZNx164PPJjWDz8eM/ElAGbO6u/aOrFpv7Ztn2/iyx0qWjSHszUw8SWgGjQs7WBtTHwJtI8+3qM8ebK5dntWqVJxfffdERNf3MU6rb/jNTHxxcSXEHwDueAwUsSb+AJEIlUA4ks1XID8sMTEl6DFlzQ4BLnsGNK5HF8K4E/IBUPg74TgC8jEFzMmvgBff3OQBxqFfF6+CxbKpQ4dGmrChB4aObKTWrWqpbvvDvH5Pv36hZn44rItW+YqadIkPo+FUK9eRfXvH6YpU/uoV6+W4rg9Pt8nQ4a0evHFB018MfHFxBcTX4KGY4SJ+8MYj1PVtl29q7fJo0Z3kSestrJl8/0iQceODU18MfHFxJd4El+ewH7Iy8eYhfoognyogSF4CfLhERfjy3t4HKPQAjVRGqVQE52wAh9APqx1Ob50sglW/2I/FmMcxmI59uNctC0TBmJVNO/4+LpXxVILl+NLCqzychry8iVW+SFXkOLLfsiHTzEHHlREBXgwCx9BPhxxMb50xHuQl4+wHP3Q5roh2Iw/IBv/ICf8mQchG2exE33QHBWRG3lRBvUwGOvxhokvZhJLfGnTtp7tbUCpUgW0c9dCy/fjFUZxRh2fEWblqrEmvrjk5VceUfr01rsaEVc0bFgHjmuxw/J9Xw1/VGyWb7tOuXLdy6blT5r4YuKLiS8mvgQFYdj2Z164cO6rB3HnWDC3vd/3PxzVxo2TlP36bYOVOXMGmfhi4ouJL/EgvvxlcfyWIUgCX1MfX0E2mjqIL29iLPLCn6mJNyAb9V2ML99b/L0HUsJusqJc4M925Dy+BP9sR67Hl/6QjT/QAzFN5xgix1CX4su3UDRvxOKymglrIRsPILaTD5chC/ORGf+zdw5gkl1bFH5jG7HGE2dsK2MbjYxt27bZPbHtjG2bsW3dt6qfX/au3Kpzbvet1Frf98d3n9NpVf33nr1Dyc1gADhD+cJEqnzByGj1xVL9+hUDT8X8aY1Dhx4MvFgWa+TOncPSm3rKlzp1y4n7zZQpg5OYONFVjekz+qhTRHBn2dJeKV9y5c7qVKlyR1JDyhUreyY1qMybNzvli0/kS7ZsmdDfqqjTtVsdZ/GSrs6WLVOcu++5lfIlmdi0eYXag6datZKuercERPM99xQWa0BSJ9N4fcqXG27I49SrV8IZOqxZ0vfK88+PpnyhfFHvmJcI8Q299oTAVZAVhJKnQC0LE23WasdFTOWLwmaDvjL25QvlSwHwbRDRcQtwm9vAu0Ga3BY2kC8S60I8tjdZ/152PfFrmFJjLDBJKnC/8jXs6zCULzgjL36PlixZPDD5yHWdEycfc3LmzCrWGjS4A+WLIS++tED9ebpm7diQao0cGSPWwaQR9ckZHcoXTPpImvgB0ZI0AWTHzunSf5tC8oXyJWvWjE65chAtXWtjjHFXZ/PmKc6lyyv/8N/ec89tlC/JRM2apcW9FS9+W+A4kus6584/rT15CbHWzPK+KV8wwS1JtAQmuiUk9seNl3nSyGnKF8qXP/A7qB1GzduCPB0wFKREUoOXlI+xuGX5stvCWGu78oXyZalS48vgddTcEaSp8hqL8mUjCDVpwEGlXnvgJi8L134IGCYq5Qse6xa/R9OnTxdWDxBM4BHrBabynDz1OOWLAeXKySOlGzSoFFavhWLFblUnVVG+uOfAwbnKv6N88QN4cyiKFkD5kkI8+9xctfn3a68vCbke5LPa/+rAwY2ULxbA95AgWgQoXyhfFBIM6vYKMp43FUiJ3AZ+FPY03qJ8+REUBQjli0/kSzbwtVKjDwg3fZSaP4A8FuTLZYOnp5orNZcCNzkgXPsMYJiolC9ozGr9DXgR5fgRJvRQvoTJ1m2rxH0GXrjvP5AYduNe7QgTjppRvliG8sX/UL4kD2iaK+4LjXXDrlmiRDGx5sBB7SlfkhPKF8oXgZ/B9QZ10wRpeFsDpEiUp19esShfFgCE8sVH8qW3cv1xkMboaSq9KfJwC/KlFwg3GZRm1fuAm5zXe8YwTHTJl8CZetwZVN4MLg+77pSpvbQRoJQvYTJihHxMqGrVEmHXxJEytWEl+sdQvlC+UL5QvpigNmnHdDVxX3giJuy6CxcNUY8xUb4kI5QvlC8CLwDTDFFqLwIplcFKs9VUluTL3ZQvPpMv+mjpvkCNodjZaihfvgFZgEm2iE9muYjSpPowYJioky+rVo/Wphu5r6Ocwc+QIb00jSe8o0eUL+oY8FWrRhvVxdhwsW67dnUpX6xD+UL5Qvny6GPTxD0VKHCDUV08rYc391nE2vv2J1C+eA7lix7Klw7ANNcr9feAlEo75eO93oJ8OQcQyhefyZdPhWt/Afks/T/8WWm8m9ZAvrwGlBj3uclsMJK7C4iqMJQv2njp/gPaGdfGxyjWRk8YypcQOXzkYXEqSOCfnT33tFHt115bLH78efLkkJstU75QvlC+UL4Y0KVLQ3FPcXGNjWvXrVfeh2OnKV8oXyhfbgE2ckG5+54O2EomcC0oDEqAckEYqHy8t1uQLw/7Tr5QvhRRrj0GbEUbZV7KQL6MA6aZqNS+1sW1A5Rrf/pn3dwgKsJQvmhHTh5+ZKpxbZyzF2u3bVuH8iVE8HSLuEc0zDWu/d77rwQmHIn1d+xYQ/lC+UL5QvliFfzcMnyKT2fc+K7WmpLbgfKF8oXy5UtgK09ZPp6TGlQHs8GrysjfcKhgQb4M8518oXxprU4Rspf1yhrxBvLlAVtH7ASKuLg2P/juT0bQrwDNQS7A/CVD+XL5yvOBF33i0aDzF57x7NFyjK+mfAmRodiLtEfcQbZSv1Jl+Q3auvXjKF8oXyhfKF+s8f4HrwYm6Yl7OnL0YeP6L70sj+MvXORmyhdPoXzRQ/myF9jKNEtNd7ODGeAD4HjA/RbkS4zv5AvlSw/l2lHAVoYZjFXX5EsLYJq+hk95jQWOC34D+8As0IRPxfyVQvnyxpvLxK/762/IZ+uojPLiKwvli6XJINOm97ZS/4EHmor1R42KpXyhfKF8oXyxxp69Gzz9vXDh4rPyyOl0aQNP+VG+eAblix7Kl9dsvjG18OayLfgQOB7S2IJ8ae47+UL5MkK5tgewlXhljakG8qW+D+RLKvCYVMOFjDkIZoJSIGLDUL4sWzZCm0hk7Q5n2rRpxDWOHX+U8iUEbr+9gLjHhMQJVupjBLhYv2XLmpQvlC+UL5Qv1ti4cZKlI5Q6WtPdnbvWUb54BuWLHsqXJ4Gt9DQ8VjFIud6P8qWO7+QL5csM5do2wFaaK2ssizT5ohzzm6Q0FXbLedAXZAARFYbyRevJ0rRZNc97yjzzzGzKF5d8+NFr4uSoAG++tczTnjKYsET5okP5QvlC+WJJ9NaqVcZ6TxkLstoClC+UL5QvDwFbiQOOQB8X18YAJwg/gK1gJugFGoNKoBS4CxQT6OqhfKntO/lC+bJAubYJsJX6yhprI06+6CkA1oFvDSTMVVANREwYypeYmEbi13Pv3q2srVG69O3iGmvXjaV8cd+bR/3Zc+r0E1bWePEluU/CzTdfS/lC+UL5Qvni+c/bTp3rW1ujZs3S8qS9BYMpXzyD8kUP5cvzwFb6A0egEwiWXOCTIHfS40AmEGoaUr5ElXyZ6P3IZHV8+byIlS96soKOIAG8E4aA+RX0ABERhvKlVata4tfy8OFdPH8RvGjxUMoXl5w4+Zj6c+edd1+yssa27avVcdOUL5QvlC+UL7aIj28i7qdXL3vSH09vimtMmdqL8sVLKF8YRb5sAbYyBjgCDUGwTFGu2wxygHDTPorkC+WLPlq8P7CVXtq4aL/LFwspAGJAIngvhJ4wTQDD+F6+1K9fUfw6xqhOa2tgvKe4xvQZfShfXLJ33wb1Zw6OJFlZY9/+BLF+xowZKF8oXyhfKF+s0bZtHXE/Awa2t7ZGu3Z1fdRAnPKF8oXy5QywlaXAEagIguWUcM2n4BoLPWiiR75QvsQq184GtjJVWaOf/+WL9RQDvcEOF0eQ0gOG8bV8qVq1hOd3B1u0rCGuMWZsPOWLSzZtXiFP70if1toaaICs/kz74MPXKF8oXyhfKF+s0KhRZc+fuIyNFY/UQmq0o3zxGsoXyhflaEAmYCPbgSNwA9Bym3LNYmCaeVElXyhfagHH44leLyprNIsm+aL8v98LHIXWgGF8LV+0fiyzZ/e3tkbHTvXFNdDsl/LFJS+8OF/cX7Zsma2tce7806p8uXjpOcoXyhfKF8oXK9SoUdrzJy579moprtG1a1PKl+SA8oXyRaA0ME0q8KVQ+z0QLDXUN7Pm2RtV8oXyJTv4Tbj2I2Ar7yr7uy5q5IueLOCYso/VgGF8LV9KlCgmvjiaO3eAtTU6d2kg34Hs35byxSXPPjdXeRGbxdoaFy4+q8oXiBnKF8oXyhfKF0+fuMQUJGtroGm8uEZcXGPKF4+hfGE0+TIRmKaaUvsZECxtlOtKApPkBz9HjHzRJ/Xk9pN8URqvbvaJfEHUN/8VgGnKKLWvgL9RviSlkrKP7YBhfC1fKle+T3xxNG16b2trtG5d2/DsPeXLG28uE/eH8dPJ0tT3vfdfoXyhfKF8oXzxtNfYyJExnjf1xc96yhePoXxhNPlyDphmrVJ7MAiWeOW6qsAk44ATQfJlsrJOUT/JF6U/zwnfyBf9CaLlwDRLgBN0XDvlSybwq7CP04BhfC1f6tWr4PkdyMaNqxj2laF82bV7nbg/vGC3tsaBgxvFNdKnT8eGu5QvlC+UL55P2Rs0uIO1Ndp3qCeuMWJEDOVLckD5Qvmi0Mig7k3ge6HmL+BaECzNPJhQkwt8FGHyZZiyTiWfyZe9yrEev8iX8sr134EbDb/Gv1Nq16J8+XdSga+EfRwEDONr+dK8RQ3P70DWrl1WXGP+gsGULy45euwR9amUd9972coaO3asEevnzJWN8oXyhfKF8sUaMTFyM9w+fVp7/rtt0qQelC+eQ/mih/LlDEgHwsmjSs2nXFxbQbn2ERBuEoETYfKlrbJOJ5/JlyeUps3ZfSJfAjmk1HgYhJsnlZqnwH9C+XKnso/nAMP4Wr506lzf84kQFSreI66xavVoyhcf9WN57bXFYv0bID0oXyhfKF8oXyKpH0vdeuUt9DMzgPKF8oXyRWVtGDV7BKlXw+UxhR+Fa39Xrw+eQcCJQPlyu7LOVp/Jl7HaqGUfyZdY4CgMBKFmdJB63SNcvlwLxoBcwEamKPsYBxjG1/IFdxrF7/M2bWpbW6NAgRvENR59bBrli0sCo57TpEkt7nH79tVW1tiQMEGsf/vtBbz/GP/O3jkASZZ0UTimOehha2zbZs+sxrZt27Zte6anx7Zta23bm//JiPVmll7W+6smzon41u/W7X5VsVVfZd6kfKF88Q0oX2wAKyuV/WAWjKnHwD3MpnyMZcuHU77YAuUL5YtjFoAQ4EragV8NrDI4oqnxDkgHXEkomA6En8qXIPA5EAr6glAfkS8va+q8BSr7iHwJcHDs+W9gEAhw8Z6MBkLDBRDo5/IlIxDgazAd5ASephMQGrIDxqdD+TJzZh/l87dsuYLGHgNDYZWPcfnKGsoXAxJr0+YJRupPmNhVWb969XKUL8agfKF8oXzBqkdlPxAmxh4jPDyp5jW2iPLFBihfKF9UHyC/+dc/uwOqgiCgSlGwGwgNH4NI4GpeBULDt2AUSAhUCQONwRPFtdv8SL7IzAFCw9tgM5gFBoHeCsrYIF8CwJtAaLgEVoNJoK+mz2gvyxeZzL8LBaHhPKiq2WoXDGqAK06el9kA4v/yRfH6HwXKgjAXng9VwQ4HcjcWMIzPy5c9e2cpX++ZMqU2Uv/e/a3aU3qwmoPyxcAy+unTzSyj79pVvRWgT9+mlC/GoHyhfKF8OXlqibIfCBMj9d96e692QPmbb+2hfPE2lC+KUL6sAa0cSJQ9YDGYC7aDx0A44CfwKnA3R53U/RbcBNvALLAWnADfO1jB85qfyZes6sHFLjPZvHzRf9C3QDEb5ItMQ/Czk14+BSfABrAenACfOLnmF9AUIC+WfFHwK3gA9oF1YDZYCOLARfCRk+s/BFHA58NQvjx8tF35PA4OCRJvv7PPa3InTx7FVhbKF496hDTx6slXCxcOpnyhfKF8oXwxBv7fot1GiRlWXpM76dJFq6+xBcoXyhfKF5lVQFjkF1APeJJI8BwIA5wAwX4oX2Q6+IF8iQf2+4F8kamqOqXIAt/pnz/+L18M8zbIAxjGfvlieHk2xInl2iNHdVDWrl2nIuWLm8ydN0DZY7Fiub36PDhydCHlC+UL5Qvli1EyZkyt7GnjJuvbKKdN66WsXblyMcoX26B8UYfyJQCMBL8C4QEfgzoGVn7cAcICM0EIQPxSvsjUBB/6sHyRCQZTwC8+Ll9kioO7QFjkPigFnIfy5SBIBxjGr+RLlSrFlc/p4SPaeW2rzOjRHSlf3OT0mWXaVUpYZm+p9rnzK5W1EyQIlbUpXyhfKF8oX4wCAe+1k/bq16+srN2vf3PKF9ugfFGH8uWPVAEPgXARWXMDiAQmkgDM8mD7zUNQHfwev5YvMvFBYxALnoHffEC+qJIaDAbHwcc+Kl9kAkEH8B4QbvIB6Kwfruv3R00XAEPBOYVMc5ezoCZgGL+UL7pvCWNirH1L+M67+0Wy5ImVtS9cXEX5YvDb4tjYqZbqTp3WU1n3tddKG/8ZKF8oXyhfKF8WLx6i7KloUWsr+T748JBInSZSWfvwkQWULzZA+cKo5Ys6JcEicBd8+i/Z8iE4B/p58dvtyN/r71HMlfgZvAuugsmgIFAlBaioIBy4mihNjeTAziQCmUB+UEbTU2agS5DmmgzAZCJANlAElNc8ZmKgSyrNNQmBiQSCsmASuAY+/tdqr1/BJ+AmmArKgyCDz+mKClIAq0lj6PeWCFQAg8BGcBl85mCb4WOwBQwAmQHj16F8uX1n83/e+Enknvxbtzd5XHf5ihHKN17Zc2TwsCblS+cu9ZR9Nmxo7WjwgoVyKOvOmduf8sU4lC+UL5QvT57GieDgIGVf5y+s9Ljulq3qD/ypU0f4oHShfKF8oXxRHeWcCoSA/0eCQBQIB/EAw5hKAIiUaFe3MMEgOUgLotVSh/H/UL5IChfOqXyTNGRIa49rlitXSL2svFdjyhcP2blrhrLP+PFD5YcZj2pipouyppRvDx5uo3yhfKF8oXzxChUqFFb21a2b50PEq1Yto6zZtm1Nyhc7oXxRh/KFYRiGYShfpkztoXyTFBmZXDx6FOt2vd17ZipX0wQExBNnzy6nfPGQ994/qN16hFkJRufy4J977eegfKF8oXyhfMFJasq+kiYNkysy3a539NhC7SlKBw/Oo3wxCOULQ/nCMAzDUL5YmM+SPn1K5RslDC90+xjRrFnTWtkeQ/niwayEoKBAt08mWrpsmLKW/CBw4uRiyhfKF8oXyhev8f4Hh0TOnBmNyN933zsg8uXLqqyFY/QN9075QvnCUL4wDMMwlC8WmL9goOzL0slHUrzUrFleeyrP1WvrKF+A1YGSefJkVvabIUMqcfHSapfq7Ns/WzsQuW69GMU1lC+UL5QvlC9mWbt2jOzF0mo+KV4aN35ZWQOrLeVJcZQvZqF8YShfGIZhGMoXq99C5s+v/uZQ0rJVNfHw0Xbt9fIEI/xM2usxLNZAn5Qvks1bJiq3dUnCw5OKDRvHO/yggkG6ck6M9njpS5dXU754wNRprcT4Cc2cEhYWX/m77927hkvXX78xi/LFAxYs6OTS7zdt2nDl/WndJsal68+em0T54galSuWT/Shp0KCKuHtvi/ZaCH15Mp/2+qbNXjXcL+XLrduzXXod9OtfWzOjLNil6ydPbkn5QvnyYoZhGIahfJFcu75OznmR/WkHuzZp8oqcESNPlZDfWooxYzrhzX0JrQyQlC5TQG5tonwxyKBBrf7oU3uq1AD0L7cp7dgxTcybP0D07NlYewyrRN7DVatHedgT5UvixAlkX15n/4GRlC8ekDNnWlvuz7Jl3Shf3EDKlTS/v751qybl9teJk7qJTZsniPXrx4lx4zrL4braGS8SeYrbm2/toXwxzNFjY215HYWGBlO+UL68uGEYhmEoXyT7D8zBm54Q2aMRMmdOox7aS/limXr1YyzfH8X2MsoXyhfKF8oXW5EzpsLCzL1+pGS+c3ezDb1TvlC+MJQvDMMwDOWLBbZumyyiolLIPi1RqHAOceXqWi/1SfkiZ+w0a/6a5fsUHBwkhg5ra1PflC+UL5QvlC/qU/J+XwFjCTkT69z5lTb2TvlC+cJQvjAMwzCULxZ48HCbXNbt0ZsmefIOxIWcLyJrUb7YMLQyIiKZR/cqW7Z04vCRBYq6lC+UL5QvlC/28uRpnMcr+uRw3W7dGoh33rF/iyvlC+ULQ/nCMAzDUL5YJi5umhxaiBMKEsm+HZI2bbQ8ocLmbx0pXySPHu8QkyZ3F0WL5nZ6n+ScBDmkcuHCweKtt/ca6oHyJSYmnyhRIrvXOXlqAuWLBzRsWMaW+7M9dhDli0X27pstWrWqLpIn//1kMAekShUhunZtIE6dXmpDb5Qv585PtuV1VK5cbsoXyheGYRiG8Vf5Yn2LS2zsVCFPyhk6tI1o06aG6Niprhg1uoNYtGiwOHhwnjwGWXEt5YvdyK1ecnCuHFAph+y2aFlV9OnbFKfx9BTr1o1Vnx5C+ULMyxdC+WIJOahdfgEgB4bLrZFt29YUHTrUFiNGtpfyWB6ZL0/q88HeedT0/9ixAwyFoiiOw5nmPa8Zt6GHQcwWphUFbSgQ2kIIQCAQEtpSFyKnCMSJ7+MPwOGm9Ms/8UV8AUB8MfHFxBfxxd4wvpj4Ir7wXzcL+xu8CgCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuILABCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuILABCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuILABCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuILABCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuILABCIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuJLBACIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AIL6Y+GLii/hi4ov4YuJLBACIL+KLiS/ii4kvJr6ILwCA+GLii/hi4ov4YuKLiS8AkIj4Ir6Y+GLii/hi4ov4AgCILya+iC8mvpj4Ir6Y+AIA4kvbNvUP5W+CWSlfD/+cjMffSW604fDj7n2m0z7BrO/L3dt0ozbJfdZ1zcPvt8nkx3dLksW3KWWU5PNjTfMpvrw7AMSX/DMzMzMz8QUAxBczMzMzE18AAPHFzMzMTHx5PQBgUbdMPTvVneuO6W6zTd35ZrtU99khvM861X22unmbfdo7/fZct017q80HTwEAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAXduwYlLowjuN4Xee9vVfXFUjCgqTMsm+KRTYjKLtikNEsKaUUmw0rAzIZpOyD2b4fz4Z7zqCEP30+9dvr+evgy58EAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADzaTsWendpD2n33iLcTtIe3uzSm4TaTdN9Dr1JqO29uc2t9wj6u+d1594k7BbTAIDgjtLyXzkzMzMzO0v7agCA+GJmZmYmvgAA4ouZmZmZiS8AIL5k2b+8t3cgwKxeby/9I6u1Vvc+QdbSkhXu09nZl3d39f/wrL3RU7hNtVrzNkGWblH6fWs0OnxbYqxwm9r/up/dIMuyqvjy2wEgvgwPjedXF88BZssLm6X/nMzNrnifIBscHCncZ3/nMT8+ePrh2dbGaeE2kxMz3ibI0i1Kv2/ra7u+LUFWqVTe3WZ6atXPbpCNjU6KL6EBgPgivpj4Ir6Y+GLii/gCAIgvJr6ILya+iC8mvpj4AgDii4kvJr6ILya+iC8mvjQBAMQX8cXEF/HFxBcTX8QXAEB8MfFFfDHxRXwx8cXEFwAQX0x8MfFFfDHxRXwx8QUAEF/EFxNfvm/ii4kv4ouJLwCA+CK+mPgivpj4YuKL+AIAiC8mvogvJr6ILya+mPgCAOKLiS8mvogvJr6ILya+AADii/hi4sv3TXwx8UV8MfEFABBfxBcTX8QXE19MfBFfAADxxcQX8cXEF/HFxBcTXwBAfDHxxcQX8cXEF/HFxJcmAID4Ir6Y+CK+mPhi4ov4AgCILya+iC8mvogvJr6Y+AIA4ouJLya+iC8mvogvJr40AQDEF/HFxBfxxcQXE1/EFwBAfDHxRXwx8UV8MfHFxBcAEF9MfDHxRXwx8UV8MfEFACgQX8QXE1/EFxNfTHwRXwAA8cXEF/HFxBfxxcQXixFfAADxRXwx8cXEF/HFxBfxBQAQX0x8EV9MfDHxRXwx8YWltOuStaUBIL6Y+GLii/hi4ov4YuILn7SdlpesIw0A8cXEFxNfxBcTX8QXE18QXwD4OPFFfDHxRXx5Ye8swOLI0jV8cXcnxJOJu7sbkzBE0EyMOERIiJMQ4h6IeyDu7sno2ri7u8/quP73q76ys8MpAl3VUJDvfZ733t1tqjnVJxTdL1V1rOzWDU/LnBmHJTUxRwbiQ2+PrqnSsf1g6dV9hAyKzZDkhGyZnXlIdm56gfGljD174iXJX39eFszdLuPSsiVh6GQZGDtSevccJgP6pUrCkEkyasRsmZOVL/t2PiT3XfuY8YUyvtwRML4EwuYK/aCFIYQQxpfU5GlSNaaOw8zK3MD44mAvnX1DNqw5IxPGLpLuXeOkRvV6yrmYlrGK8cUkV+belKjIWmVq9WqNGF8Muj3vWUkfv1W6dEqQ4KAobbwl0snJSWKq1JPEIXO1YMP4YrK3rn4kW/Ov2iJLp479JTRUf2709PDwtG27Yukhi4UYxhf8Oyz22LZi8XXGl1JAGF9SoSjsAwkhxMIwvvTrk6SNyWEiCDC+mOjlc2/KxnVnZdL4XOnRLV6io2uUeC7wV2LGF5Nckn1JG0eZ6uHhzfhih3u2vSqTxm2SJo26irOzi+F5cHV1t50hs3Pzi4wvJjg1fQX+bXuZ+rMSHh4jy3MPMr5YwLSRa247X4vnX2B8IYwvjC+EEML4wvhiDXMX7ZOYmNraX+CV46388YXxxdPTh/GllM6afkB73RwyH6EhVWR+1nHGF4MmDkt32M9Mty6D5OqFdxhfysn8tY+Kl5cf40sZQhhfCCGEML4YlPEFr6NynIwvd058ad2yP+OLqX91N66Li6vMnFpgiX1lfFHbqGEb7YxBxpdysHnTXoo5YXxxJITxhRBCCOOLQRlfGF8YX2ZO3e+AfWF8cXV1k9o1myNuDZCe3e6VuNgp0q93mrRvGychwdG33d7NzUMWzD7pgPEzvvj5Bkr9ei2lV48hcs+gMZKSNFXuTZ0hQ+LHSc/ug6VmjfpaALvtHDVr2lEeuPEZ40sZOjEtryTHNcYXwvjC+EIIIYwvy3IPmOKhgkfLcH8YX3x9AyQoKIzxxcFq339a+m7TbdGsj3LuAgMjpGDnWyaNn/ElMqKmDI6bYYsme7e9dtvQ1rbV3be9BGnP1lcMjpfxpVrVurbIsmjBLjl59NkSbX/x7OsyY9o6iYqsVuwc4WsYX8rIzeufFB+fwP/YL3d3L3F382R8IYwvjC+EEML48nvxmMVlfNFCS4vmXSQ5IUMWZ++RI4WP27522JCJjC8V0MJd7+BDfIxy7gYOSDf4/Iwv2hkqXTslysI5p+16LsSxYu9fgTNmGF/scP6cbTJl8vL/O37Z7Y3LH0h8XFqxYfrmlQ8ZX8pAnEVW5PVPSVgo/n4hjC8OhTC+EEIIYXwxLONL5tQ1OCuisy205GTvlsOFj6lPo2d8qbDOnXlE94Pj2uUP2fm8jC/a6kS9e4zUbv5p+Plwpoz2fMo58vL0lX3b32B8KWfvGTRa9+cIy1AzvjjYjInbirzuNao30c7cY3xxPITxhRBCCOML44uDZHypRHZoe49y3urVbWvnczK+rMy9KXlrHjH1OROHzNX9cD9r+kHGl3L22sV3JSQkUn0GWewIxhcHui3vmSKBxcXZVZYtuqo9zvhiF8QNVocd4WDYFdaGnhaILy6wDuwIB8ChsA9sBWtAl0ocX/xhC9gd3gPjYRfYCIZCQghhfGF8YXxhfLGk2B/tshj1TavHbGB8sZDa2S0B/qHKucKNehlfLGDC0MnK/W7Zogvji+MDsnp/GF9IKXCG/eAB+C8oOj4FM2BQGcWXmnA03A+fg99DKcav4A24ENaC9tIDrv6NF6EoPA5Xl9BJsKS4w85wAbwKP4ByG9+EBXC4bXtCCGF8YXxhfLGIjC8jU5fpXsqCG7kyvlhM3DtGOV+tmvdlfLGAS3MKlPtdvXo9xhcHmZmxt8jrHRFeQ/Zse5XxhZSKRvARKKXwezgfOjkgvjSAufAVKAb8GR6DjWBpWQDFZP8Mi8MDxsEj8CsoBvwIzoKekBBCGF8YXxhfylXGlxrVGivnrHvXVAuOl/Hl3uTFyvnCktWMLxZwS95l5X5HR9dgfHHQmXtYka3ov7OZR7XHGV9IiZkGf4Bip9dhmInxJQiKyX4HUytAfMmBYrKPw2hICCGML4wvjC/lIuPLspxruu9VcuafZ3yxoJPGbVLOV5XouxhfLODalSeU+12/XgvGFwfYpVNCkddaOzsMjzG+kBIzHYoJPgs9rRZfFM67A+OL5kewLiSEEMYXxhfGF8aXMrdPz9HW/yCvkme+FLFh/U6MLxZwavpK5X4P6JfC+GKyuMl0kddZuyfS9vznGF9IiRlTgsuKzsEcOBZOgEvgDfiz4ut3Ozi+/ArfgCfhGpgNp8FMuBjuhy/BX6EU8xx9YEkYC5/9je9CUfgWfLaEFtoZX76Gf4E74TI4G2bAOXAVvAK/hFKMz0APSAghjC+ML4wvjC9lePPW18XHJ1A5XykJCxlfLGq/3mOVc9apw1DGFwvYonkX5X4vnLeD8cVEd21+SUKCo4u8zhkTtiq+nvFFDakGvyrmPilrYCDUIwLuU2z7ssnx5St4AiZCf1gS6sAN8EcoCj+FIVZb7UgRX16DK2Ar6FzCVaDi4F+g6JgHCSHkNzC+3H/9E9m9/T5ZurhQsjLXS/rEJTJ7Zp7tv+evPy/nTr3C+GJAxhfGl/TxW5Vz5eLiKls3PM34YlGjImsr521EyhLGF4techQUFCY3r3zI+GKiPbsNL/I6N2/aS/31jC9Eh8tQFH4Du8GSkgh/gaLQSHz5CM6G/tBemsK3oShcaOH4cgP2NLhq1bxizmYKh4QQwvgCO3boLz4+/kUfU6weETdwlGxce4bxxSIyvlQcGzdU/4W+dcv+Fh0z48uC2Sd1j4d5qx9hfClHt2++Ln6+6jPJZs3YaOL3YnyZn3VcnJyc/mPsnp4+6p8BxheiQ59izni5G5aWDJPji4uJyyTXhJ8pxvMxdLNgfPGC5qAfYHIgIYQwvthpvbuaS+6iffLAjc8YX8pexpcK5sbVf8GHF2flXM2cWsD4YlGbNu6uXumoVotyGhPjy+njL0hSQrq4urrprBoWZ+L3Y3zRlr8PC6tWujO/GF+IgtNQFG6D9nLdtPhiPiOhKIwzLb5YEyf4mGK870FCCGF8MWiHdn3lwunXGF8cL+NLBXbwoEz15RGBkVKw8y3GFwuKe1noHveyphUyvpjorasfSd66c0XUzrJcnntQ5mRtsgWXZk076kZMzR7d4rXnYnwx9Z5HaUVe5zq1WkrhrrcZX0oMCde5F8o/YAi0l3rwJ4vGFyf4iWJMayp5fNFIgKIwBhJCCOOLQcNCo2XHluuMLwoZXxhfCne9I6EhMcp5GhSbYcExM75sz3tWAvzD1Gf91W1r8vdjfDl/6lVDv4MCAoIlK3ODyeNifFk490yR2KWdcbQy96b+dowvRMEkKAp3QaNctmh80ShUjOnhOyC+BOis/jTsvwghhPHF9uYqKqq6NGzQSlq37Cbt2/WRJo3b2e7xgpuBFt1GoZ9fkBwqeJTxpYxlfLG+c2Yc1vm5c5K1yx9ifLGYOBNJ9/482vFwSfYlC4yT8QU/P7bfU5lT18r1S++ZPCbGl73bXpOoyFpFXvf4gdP1t2N8IToUQFHYHRolybLxRb2E81d3QHzR+EIx5pWQEHLHwfji7OwiTZt0kInjcmTXtlt44/q+7jbam9oNa85IbP/h4ubmrm2va5Xomta6BInxxQIyvrRvG6ecI+3NPh5nfLH+ZRYWXBKc8cXDw0u6dIqVOVn5jC8OEGMr8ppj5S9tyXzGF1JqXoLyO7+DLtAoQRaOLxlQFLrfAfHlNfWZToSQOwfGl5HDsyRt9Dw5fex5u7Y/d/Jl6dl9cLFviAfGjmB8KSMZX6zv9vznEC09lHM0IW0j44vFHDdqne6xTVtWF5eQWXDcvOzI3z9Ixo1ZYNL9XhhfcrMvYqwuRc40yp5zSn87xheig4/OstBPQrN4z4HxJRgOhjnwJHwCvgY/gV/D73XVvx9NeAWJL83gOJgPb8Hn4TvwS/hd8fuuvOzoBLQYhBDGF+s7c/o67Y2Y7mn5RwofZ3yBjC+MLyNSlirnx8vTV1tFhPHFQs6Ysk9cnNWXWYaHVZdtec846Hszvlw+96Y0qN+yiHXrNLVdEuvt7VeiCKN9/dGDTzK+GHDf9jckpkq9Iq9tz27DtccZX0ipqQ1FYSE0iysmxxcnmASvwB+hmGxdC8eXSLgMvg7FZK9DQghhfLHDcWnZusfXAf1SGF8g4wvjS/VqjdSrsnRNtdA4GV/mzzqhe4ZScFCUbFj153IeI5eaPnHkGVmaUyBduwzUXWZaMyIiRk4cfprxxU5xT5cir2lgYITs3Pwi44tdkNZQFG6AZnHQxPjSGj4KxYE2tWB8cYUz4b+gOMiHISGEML7YaeNGbdU33/UNlPuvf8L44kAZX6zvskVXtfFb/AMI44t2iQXORFLOk/YBcvXSB7SvY3yxkMcPPS2tW3Uv7gwYOy5BYnxZlnNNeZP9aem7tccZX+yC9IGicDE0i60mxZdhyjNdKn988VCsGsX4QghhfLGYW/P1P1ziMcYXB8r4Yn179xilnBuc0q89zvhikUDm4x2gnCdvb3/bh1F8HeOLRU1Jmqr7O2h0qY6BjC/7d74pNao1LvI6tm45QHuc8cVuyBAoCmdBs1hrQnwZDH+GUoxfwz/Bo3AdzIZZcAqcpPBoBYgvzvA6lNv4DrwK98ClcB7MhJN19v0TxhdCCOOL+UZGVFUep8eMmsv44iAZX6wvVgTR/VCfmriI8cUCLs+5Lr4+QTor6XjLonlnFdsxvljN/n2Tdc/AvHbxXcaXEjosfrYyQG5a9zjjiyFIXygKc6BZbDEYXwLgp1AUfgW3wnbQFZaG9AoQX8ZD0fF5OBHGwNLyCuMLIYTxxXwHxo5UHrPvHnAv44uDZHyxvpPHb9G9IfXWjU8zvpSzK3Nvip9fsHKOtHu/zJ15RL0t44slV0ry8fFX7vu82VsYX0rg6qX3i6ure9E/ooxYpT3O+GII0gaKwvXQLA4YjC9roCh8AdaC9jLH4vHFG34BReFK6Azt5QPGF0II44v5Thi7SPkGq2OH/owvDpLxxfo2atBZG7tpp/Azvpj7QTPAP1Q5P9qNXLOmFSq2Y3ypiGe/4H9nfLFzifXg4Cjbz8Ks6Qfs0ttbHcSGJ+Uov37pwiuML5WUOlAUFkCzuGwwvryv2PbvsBo0wkqLx5d4B65E9RXjCyGE8cV852RtUr7BatSwNeOLA2R8sb5YGUd3Kfby/WDP+LJ2+YMSGBCue1ZSZsbeCjg3jC852bsV+27k9y/jS1nbqkU/xpdKih/8VTHpj0OzeMdAfGkBReFqaJQDFo8v+xXP+yuMgUYI4A13CSGML45x1oyNyjdSTRq3Y3xxgIwv1jd+UKZyToICI6Vg51uML+XkuhUPa3OgDi/OrjJ10s4KOjeML9s2XVPue2holAXGx/jC+EJeVUz6t9AZGsUfioH4MgKKwi7QKG9YPL48rnjeZ6FR+jO+EEIYXxzjuLRs5e+8bl0GMb6YLOOL9S3c9baEhlRRzklc7JRyGhfjy4ZVf5KQ4GjlvDg7u0j6+K0VeG4YXwr3/FF9012/IAuMj/GF8YUchKKwEzTKYIPxZSYUhdHQCFVMWmo6CYrCWAedMXQGGmU14wshhPGlbK+1j49LY3wxX8YXizs785ByPnAZknbmBeNLObhx9V8QxGJ05sVZJqRtrODhhfElf/159bLuMbUtMD7GF8YXkg5F4RZolLMG48tyKArDoBGWmRRfYqEoHAmN8k/F8x6HRvCAnzK+EEIYXxxjSIj6NP6J4xczvpgv44vFbd9mkHI+6tdrXw7jYXzJX/uohIdV1w1iY0etrQThhfFl9sw85b43bdye8aUETk/fI9ViGpgqLuVTzklEeE3l1/fvM64SxxcSCX+C8ju/hP7QXqrDHwzGl7lQFPaC9uILvzApvnSGojALGuVDxfO+DI0wDgrjCyGE8cV8160+pe2j0t3b72N8MV/GFwu7Pf855XKtsBzOrmB82bTucYmMqKl7jBp978pKEl4YX9q366Pc9949hzG+lL1capooOQ9F4RpoL6egGIwvaQ6IGzuhmBRf7nLgUt3PKJ73Z+hlILL9lfGFEML4Yr4P3PhU6tRurDy+BgaE4PHPGF/Ml/HFwo5IWaKcCy9PX9mz7VXGlzJ08/onJSqytjZGpfcm51aSD7mML4V7/6QtEa7c9+x52y0yTsYXxhcyEIrC72FnWFpSoJgQX1pCUfg+DISlJRGKifHFGX6reI53TLhhcQEUhStgafGEN6EwvhBCGF/MN2HIJN3ja2z/4RYbL+OL42V8qVa1oXIuenRNLcNxML5s3fC0VIm+S/f4lJyQXUk+4DK+3Lr6kbaynnK/tSBz6ewbFhov4wvjC3kAisK/w1alXE3nB5PiixP8EooJ9z+ZAH82Ob5oPApFYTo0wnAoCn+BXWFJCYQPQWzL+EIIYXxZurhQNm24YNIZL5/J6BGzdY+t2mUXxw49xfhivowvFnbpwiu6PxO5Cy4wvpSR2/Kekaox9XXnImHwnHIaG+OL9nvjxOGnTXu+m1c+lI7t++nOdc/ugy12fGN8YXwhdeB3UBT+AOdDD6iHH9wAf4HyG982EF801kLR8QHYrASXBl1RbPuCSfFlGhQdH4XTYQLsDJsrrAtV+MLPoSj8BuZCb6iHCxyhuMHu5/BTxhdCyJ0aX1KSptrG0qB+S9tp2FfOv2XX8xzc/xdp0bxLsWF7SPx4x+8T4wvji8Xs3WOkerWVKvXU2zC+OOSeO9WrNdI9Ng0elFmO42N8CQ2NssX5gbEjZEveZUOXpq5deQKRrY7uXHt6esvJo88yvpgu44txyFQoxfgPWACnwaEwEc6AJ3QuvzkKVxqML8HwH1B0/AVegevgBHgPHA9XwKeKOWsm3aT4EqgcX8n9M9QjE0oxfgQPwIUwCWpmwkKdM4Z+gt3hy4wvhJA7Pb5Am25u7ra/GE5NXyl5687JhdOv6W57pPBxWTB3u+2GhlgdpNjje80a9eXyuTcZX0xavaNHt/jbiqVUlftUo3q9Em2/cP5OxheD7t32mvh4ByjnITUxh/GljOzQLr6YD+M+2lhNd9fml0oxRsaX344rJDhCBt09SuZkbZJd227Jjcsf6G578ezrsmnjRRk7er5Ux7EN2xfr5Am5lthnxhfGF6ImB4oJvgZ9TYgvGoPgL1BM8FnoDSebFF80kh0UX5zhZSgmOQ0CxhdCCONLcXp7+Up4WBVbQKlbp6lERlQVLy+fEh9vw0KjTfxLI+NL3MBRirGaL/5tML4YdPK4zbr3nNi68WnGlzKyedNe2pjKVPvml/FFIeK+s/j5BUlUZDXb7826dZpIVFR17X8r1ZwkJaSbP37GF8YXYjqLDMaOR2BVCEyJLxoT4E9QDHgVhkFganzRSINfmxxfNPzgw1AM+C2cCAFgfCGEML6Yp+IsiwP7/uz4fWF8YXyxoA3rd1K+tm1axaq3YXxhfGF8MV3tzMzhydPNGzPjC+OLwyHt4AtQSuGvMA+6QWBqfNHoCN+EUkp/gFnQCQJz4ouCqnAJfMvE+KLhAlfCH6CU0hdhYwgA4wshhPHFYW92E4ZOVp8ubr6ML4wvlnPDqj/pXo6XNa2Q8aUMZHxhfKlWta76pvLWkvGF8YUocIMJ8Az8DoqOb8HFsKbiOXrBXIWe0B5cYCq8D35zm3vB3A/Hw2DF87TWGVcENINg2A2OgBlwHlys+H5psKRUgWvhK1CK8Qu4A3bXWfI6QzGO0bDSQwhhfFm3+pS0ad1DPDw8TXmj6+7uIQP6pcjenQ9aP7owvjC+OND4gdOVr2twUJQU7nqb8QUyvjC+aG7eeMl2rA0PjzHt9dcuTZo+ZTWWnP7QAvvI+ML4YhTiBevBnjAF9ofNYHg5x6FmsA9MhvGwA6wFvWFlJgx2hHEwFfaFzWCkIrgQQgjji2Jpzo1rz8i4MQukc8cB2j1e1H+1V6hde9+r51CZlrFKzp16xcFjZXxZteyItmKRw12/+jTjiwHHjFgl8YMyi5iZsaeMx8L4gnvvKObCse7Z+grjix3u3/0HycpcL/36JNluoIubwJfo91BQUJi0bdNTRqTOlD07HrDw7xvGl+RhC5Q/M/lrH6388YUQQgghjC8qtb8YHj3whG0lCe0D/+LsPbbVjVYsOWj73/bteli1GhLjC2V8Kb2ML5TxReEDNz6VoweftK2+t2LpIVm0YJdkz9tu+8/a/7Z7+31y+vgLFehYxvjy3+zYAQkAAACAoP+vmxGAQSf8hy+SJMEXw5d/+GL4Al8MXwxfJEmCL4Yv8AW+wBfDF/hi+CJJkuALfDF8gS+GL4Yv8EWSJMEXwxf4YvgCXwxfDF8kSYIvhi+GL/DF8AW+GL5IkiT4Al8MX+ALfIEvhi/wRZIkwRfDF/hi+AJf4At8MXyRJAm+GL4YvsAXwxf4YvgiSZLgC3wxfDF8gS+GL/BFkiTBF8MX+GL4Mg1fDF/giyRJgi+GL/DF8AW+GL4YvkhS7NgxDQAAAMIw/675EQBPl8xEJfhi+GL4Al8MX+CL4YskSYIv8MXwZTp8MXyBL4YvkiQJvsAXwxf4Yvhi+AJfJEkSfDF8gS+GL/DF8MXwRZIk+GL4YvgCXwxf4IvhiyRJquALfDF8gS+GL4Yv8EWSJMEXwxf4YvgCXwxfDF8kSYIvhi+GL/DF8AW+GL5IkqQKvsAXwxf4Yvhi+AJfJEkSfDF8gS+GL/DF8MXwRZIk+GL4YvgCXwxf4IvhiyRJgi/wxfDlNHwxfIEvhi+SJIW9swCv6tjacAlJIYTidpFy4eIugRAkaLDg7u7uFHeHENzd3d0huHuKSylSd6Os/5tH9x/mJAMkZJ9zvvd53iv1ZvZsZn17Zg3Rhi/Jk6WWnt0mURtYvGglbXGSP18J/nxsYPcuE8Tb2+et8UmR/HNJmSIDjWGTJv7PW2MTN44PfzY20TtufO37rXxgvRie27RkiaqSNk3Gt8bGxyehDZ4dmjWLH/77vwxfCCGEEGcNX5xOSimllFLK8IUQQghh+EIppZRSShm+EEIIIWQjlOiRUkoppZQyfCGEEELIKyjRI6U0QYJ4kiJFQkrdwuTJE0iiRD4SL14c8fLyhLG1Otc8phhTjG3CGJbGju3hpOELIYQQQmpDsZo0aSLp2bNlJFJKS5YsbFS0pE6dRObO7SRff73MJaX0yZPFsmXLIMyL6lK0aHYpWDBTpGbLllYyZEgj1auXkwYNgrQ2bFhF2ratH0VzlpYvX1xTvJvZuXOQDZ41+sUXdXTj8wfMDAkhhBBiUzzgSyhWZ84cJj//fCUCKaXff39RsmbN8E7Fi79/Njl0aLRLFACUPnu2VPbsGS4DBtRFEJnLKHBRli2bX0aObC8nTiyRH344KQ8e7MP/Xi0HDy536PHjq+Xx42PvPlcpxumkhIQMlgIFcr7L++olfGP9bZ6esW3w/qJffbUUAWc23ZjdhYQQQgixKdOhWPX1zS0//XSZC9ZIpDQ4eKBu8XsT9oa/QNGpvjq3bFlObt+ezULCKaVHjoyV4cMbSbly+YwDl4CA3AhpWsiBA3Pl229PqNDFKsLMkxIWtgt/7ZURhjCnTq2XFy9OG8xRunfvYmnUqCquw49rGrj8DrfDwlCxCYrV/PkzquKf8yCGvXQpRB0D043hfEgIIYQQm5EO/gVFqfTw8FBfF7lopdTgS3KyZInDL3r/hX5Q4QPXwtdQdCZOHF8mTGjhFIUMpadOTZLx45tLUJCvceCijh/16tVIduyYJi9fHlUhS6SqYObatW3YYWEJXTReuLAFgc2FcHOT3r17UEaM6C6ZMqU3DVzewNuwO/SEVrzhj1CsjhrVhHPCBi5a1E03nv/CipAQQgghNuIUFKutW9c1WNxRSnv1aqVb9B6E4ckFr0JxZK5c6WXbtsEsJmwnvXgxREJC2kqtWv7GgYufXxbp2LG2bNgwEX+NQ0aBi84XL44iYNkUYQBz6NAKBDW73H23Jn5el2TdumkIxkrhaJBxI+Mf4XKYEUZEUyhWfXziYmymco7YwKZNS+vG9geYABJCCCHEBtTUNNk1OE9PKb11a6/EjRsn/GL3b5gWOqIZ/A6KI1WBe/nyNBYUMSq9cWOmzJnTCY1uA4wDF1/fzDhKV0WWLx+FX0f2m4csBj59egi7btZFGMLgqJLa8eF276LLl7eLCoJTpUpmGri8hmdhgw/9WBMYmJ/zxQY+eLBAsmRJoxvrUEgIIYQQOzbZnTFjKAtrSg2sW7eSbqG7CEaGJ5wD/4aiU31RHjSoHgrYRSws6Efzyy/nypIl3aVFi7JSqFBm49ClYcNAWbBgCIKPnSooiVbv39+HY7GRNeVdg7DmhEu/f16+PCvz54+WYsUKvkvz3OcwBCaF70Mq+AcUq/Pnd+H8sYGqCfKnn3rqxr0/JIQQQkgMMg2K1YIFc7HJLqUGHj26SmLFihV+gfszjPOO/ZZC4RsoOjNkSIldBL1YWNBo/WK+enUf6dChkjoqZBy41KoVgLC+H3bIbI7uwEXTlDcUjap3YqfLighDmNOnNyCkOONS755jx1aro8GSIEF808DlT3gAloFRwRAoVlOmTIQmyXM5n2wg+vDonoG/YC7oXBBCCCFssksp9ffPr1vgDoDvQxB8BsWR5crllZMnJ7K4iBLp48eLZfPmgdKjRzV1Va1x4FK5sp9MmtQdfT7WqhAkxv3mm+Ny9erWCJvyqt938eJW/PEXnfZ9g6PA+Ln3R1+oLO/SPPc+HAy9YVRzB4pV9Bzh3LKJ+PVC90w8gR7wI0MIIYSQk1CstmpVh0U1pQauXDlFt7B9Bj+U0fB3KDq9vDylc+cgHO2YxwKDvrPqNq3du4dJ//51JCAgp2nggkKuAL6md0D4t0wFHrb0+fMjcv78xgh3wRw+vAK7dPY4zXsGu1DRgHue1KlTUeLE+dQ0dPkFbvgIuxzyhr/BDTsBbdIwnF6/PlNSpEioez7Wwo8IIYQQQmpAsZokSUKDJruU0u++uyAZM6bTLWprw6ggMdwF/4WiU23xnzmzA4uMSKXPnqk+EGNk2LCGUrZsXuPAJSAgN3oOtcSfOx/PfKgKOJzCx48PIiRaG2EIo44M3r9/2NaNvAcN6iSff57aNHD5F16F7T/yzoaFUKxmzpzaJn2q6Jo1fXVHY9/AevAjQAghhBAP+AKK1enTTZrsUkrHj++rK36uwKjG37q1X6dqiLp//0gWGm9J1RG1ceOaSaVKBY0Dl6JFc0jv3o1k584Z8urVMRVmOK137+5Bb5RVEYYwoaFrsRso1BbvlW+/PY/eTpOwy6iYOgJsGrp8C+fDtDAm8NQ17e/TpybnoE1EHydHu6OSQ0IIIYREMyHv12SXUvrkyXFJnDih7qtzXhhddIc/Q9Hp4RFL9VqQmzdnsdhwcy9cmCrBwW2kRo0ixoGLn19WHGWrLZs2TcbRncMquHAZsWMH82IHjhtF3JT3zJmN6B1zLkbeKWfPbsLPv4kkTZrINHD5G4bCGtAOVA7fMFzdtnPixHjOSRuodiHlzv1f3XN0GRJCCCEkGkmra7J77JhJk11KKYok3SJ2F4xuvOFK+BqKzoQJfWTMmKa4XncJiw438tq1GTJrVkepX7+EceBSqFAW3JZTBb2LxiBQ3K+CCpf21avjcvnylggDGDTlxR+zHX/8peh+j2DcTuKWqKEYhzxq7pr6FI6DCaDd2APFapEiWXHkbakN5ggNDZ0g8eLF0T1TY2E0QQghhJBQKFZbtqzNotpASq9e3YEvul66K1yTw49FdngJiiOzZ0+HXQwDWHS4sGFhc2TRom7SvHkZ8fU1C1yUjRuXx583TO7d26VCCXcTP7sj2GmyIdKmvOi5Ei3vkAMHlkmTJtVRCHubBi5/wF3QH9qZBPAXKFYnT25lkzlDg4Nb656vf6AfjAYIIYQQNtl9E77J7qNHbLJrIqXVq5fTLV5nw5igEfwGiiOrVfPD9bpTWXi4iPfvL5BVq3pL+/YVpXDhLMaBS+3aJdGc+QsECltUAAHpo0cHsBtgTYQhjNoR+uDBkQ9+b6jGvqNH95QsWTK8yxXRYbA39ILOQkfdbryrV6fbZA7RatUK6563FzAOjE4IIYQQNtmdNm0Ii2oDKd2/f6lu0fpjDBdHnnA6/AuKTm/vT3GtcG0Um854+whV46Z2MXXrVlX8/bMZBy5BQf4yZUpPuXRpHcMWB37//Um5c2cPbj5aGWEIc/LkOnVM6J3eF+ro0saNM6Vq1TLqenjT0OUnuBJmgc7KJV0IbJ85xR1zadMm0z17OyEhhBBCoohgKFYLFMgpP/4Y2dl2SqlqRo2m1LoFaw8b9XI6Bt9A0Zk+fXJZsqS7ExQIVPXs2blzqPTrV1tKlMhpHLgEBvpih0UnOXVquXkIQXHL0Am5cWM7er5E3JT33LnN6kaiCN8V167tlL5920jq1ClMA5fX8AJsCl2BDLoweMWKXjaZX3Tr1kESO7b2Nq02MDoghBBC2GT36NFVBoUnpXTx4nG6heojaDcqwKdQHFmqVG4b3kJCnz1bhgJ/tAwd2kDKlMljGrhgPPPK4MGt0adkAXZyhH5ACEFfvjyGnUKbI23Ke+XKDuuHCzTzPSsLF46VgIBCEitWLNPQ5SWc7qLX/U6EYhW7LdBnaL5N5hvt3bum7pn8HaaDhBBCCPkATkCx2qJFLYOik1KqCqt06f6jW6hWhnZlKPwNik4vr9jSsWMlHLmYx0LEBreQqBuqKlYsYBy4FCuWE7srmsju3TNxPfLxKA4h6LNnh3H19PoIQ5gjR1bK5s2zpV27+uhr8plp4PIXPAwDoavzCIpF/Kwq2GjucXcd+kbpntEw+J4QQgghpFr4owiJE7PJrqmUjhjRXbdAPQftTiK4Df4LRWeKFAklJKTtR74Olp4/H6xugUEDZz/jwKVIkWzSpUtdFPxT5MWLIwxJPoIPH+7HLrH/35R369Y50rVrM8mUKb2aQ6Y+gEOhN3QX/MO/e9RRl717R9hkHtJz56ZIggTxorOJPCGEEMImuyEhgw2KTkqpuunks898dD0askNnwReGQXEgivv/yZ49w1mQRKPXrs2QmTM7SL16xY0Dl0KFskjbttVl9epx+FJ9gIFIDDXlDQvbJVOnDpKyZf11V8078le4GeaF7soaKFZz5Uqvdl3YZF7SuXM7O+pDVAa+A4QQQgiZAsVq/vw52GTXTEpR+NbTLUw3Q2ekI/wRik4Pj1jSsGFJuX59JouSKPL27TnoBdJVmjYtLb6+ZoELxB9fEc2Rh+OK4t0MQGLQu3d3qiu6pUqVopIvX0ZJmTKRSU+Xn2F/6PEJiQO/g2J1yJAGNpqntEGDAN1z/D2MDw0ghBBCSOrwTXbVohHn1A2KTkrphQtbxNMzdvgF6R8wsZMXQ8vgP1B0qm3oI0c2lidPFrMweQ9VU1Hc7ILgroLqqWAcuNStW1pmzx6AwGYbg48YVPXQ2blzunTuXFs7fmrnRuLE8U16u8yBXp+Qerrr78+cmWyject3VsaMqXTP8VFoACGEEEKOQ7HavDmb7JpKacWK2q+BU6ArkAVegOLIrFnTyPr1/VmcGPjo0SLZsOEL9AKpIv7+2YwDl6pVi0lwcC+5fHk9g48Y9tq1jTJhQjcpV86s8XG+fBkkTZokkYUwP8Ken5BjulvX7DOH6b59I9CI3VPzDPP5jQxCCCGkKpvsvr+U7tgxX7cI/Q56uuBX6ZdQHBkU5KsaM7JA0dwWsmPHENw6VEtKlMhhHLhUqOArY8d2xpf/FQw9YljVuHjt2vH4MFHJePxatCgrq1b1VoGbalSN3Uod1TXKkYUwj2EQdFeSw9+hWJ01q4ON5jTFNfeOdnFlhRoIIYQQ4gGfQ7GKZoEGRSelVPVEypMnq24R2t6F3xnB8E8oOuPG/VR6966JBsQL3Lk4QbG9TA4cGCWDB9eX0qXzmBbs+GPzobBpg2OfC9HANZTBRwx76tRy9B1pg9Ast9H4BQbmk/Hjm8vFi1Md7nwaNKgemnN7RxbCnIc5oTvSF4rVpEk/k1u3ZttkflMVJpYsmUv33D5iDyM9hBBCyGQoVvPlY5NdUymdM2ekbvF5D7o6qeBh+AaKTvWFHw1k3a4oOX58vIwa1UTKl89vHLgUL54Lu2Ka4hapWaqPCEOPGPbx4314dodK7doljcZP9Xvp3DkIV0sPkq++MruKXTWrxs4YS68ora/hFpgYuhu3oFitX7+EjeY6vXJlugrFdM/tCkgIIYQQC6nhn+Gb7B4+vMKg6KSUvnx5RlKnThF+0fnGza7dLAMfQXEggoUccvToWJcuQs6enSKTJrVEX5bCxoGLv3926datnmzZEqyOtDD0iGHVLqMDB+ZKr16NpEgRs1481ar5yYwZ7eXmzVkfFNYFBuaPbBfMHzAYekJ3Ibuu2Tf6Jdlo7tPly3vpntc3sAYkhBBCiKMmu82a1TQsPCmlAwd21C06Q6E7Mgj+CkWn+rqvbvQJC5vrUl99VeFdp04xVYgb75Bo16666h2CHRIHGHrYwLCwbTJtWh+pVMnPaAyLFs0u/frVloMHR0fp84RQQd2OFFkI8x3sAN2F2VCsZsiQUh4+XMjgw0a2bh3o6Br1pNDtIYQQQoLCHxdIlCgBFjRHDYpOSumdOwclXry3ejb8AzNCdyUB3ARfQ9GZLFkCmTKlleoX4JRFxu3bs2X+/C7SpEkp8fU1C1x8fTMj2K4oS5eOQB+cPQw8bOCrV8dk8+ZgFYSp8TEax4YNA2TJku7qqt1oe77UkaWQkLaSKlXiyEKYe26yw84Dfg3Favfu1Rh62OwGt+zZ0+n7FhFCCCHk7Sa7wcEDDQtPSil2iekWmms+UZD88CYUR6qrd3fuHOoUhcXdu/Oxtb6ntGlTHjtXzAp1Zb16pWXu3IHy5ZfbGXjYxIsX18ro0Z1UU2PD5se5ZcSIRnL69KSP+szdv79A1M1YPj5xIwpg3sCTMBN0ZcqE/1jk5RUbR6THMPiwkThaqpqt657TEdBtIYQQQiZBsZo3b3bDJruU0lOn1ouHh0f4BeZvMP4nxEpb+AMUnegxhYCiuFy9Ot12hYQ61rB+fX/VRBX9P7IaBy7VqhXDzoXe+HfayLDDHmI3yUGEZ6OwcyXQaAwLFcosKmhT4//kyeIYP9rWqFFJvG9iRRTC/APXwgTQVdkKxSrGytrcmNrACRNaOHo+C0K3gxBCCEmla7J76NByw8KTUlq6dBHdAnMMJG/jBRfCv6HoVFfuDh3aADfMxGyh++TJEtm2bbC6Jls1CTYOXCpWLCTjxnVB091VDDts5PHji2XAgBaqR4vROFaqVBBH4lrbMgw8dGiM9lpfTQA81kWv+fWBP0GxOnZsM5uNFcU80j2bX0Mv6FYQQgghx96/yS6ldNOmmbqF5ctICx6SEZ6F4shMmf4ja9b0/aiFguo9s3fvCBk0qJ6UKpXbOHBRx1aGD28rx44tZtBhI+/f343r3wdI9epmTZDVrqYeParJrl3DnKIP0apVfSRr1jSRhTCvYAvoarTUBbeXLoXYaIzorVuzHfUs2gLdBkIIIaTyezfZpZSiuLuEpoL/0y0qm0FiRk34AoojK1QogB4bk6O5P8E4GTmysZQvn984cClRIrf0799M9u2bI99+e4Jhh01UY7F790zp0qWu+PllMRrL2rWLoh9PZ/Tjcb7bt54+XSITJ7aU5MkTRhbC3IZFoeugCXCx08JmY0Q3bhygOyr3xm1+rSSEEEJ0NwZMmWLaZJdSGhIyWF/gvCvEA06Ef0LRGSeOl9qRoBqPRllBcObMZBStLaRKlULGgYu/f3b8czTAcaQQefHiKMMOG3n9+iaZNKm7BAb6GoZnOdUOJxW8uUSBe/fuPHXrT/gmp7qC9whMB12BtLr3xuLF3Ww2PrRbt6qOjsalhoQQQohLM/G9m+xSSrGYPCkpUiTVFTZF4ftBksP98A0UnalTJ1E7FN67ALh8eZpMm9ZO7XQwDlzU7on27WvKunUTcRTlEIMOG/nixRE0wp0oLVoEGY9ns2ZlZMWKXqqJsksWuRcvTpU6dYqhf1uETXn/hsugN3R2RkCximMuNtvFRFWz6gIFtDtFb0JCCCGETXb1Ukr79GmjW0QegR8OKQkfQHGkv382vLPMrpa9eXOWzJvXWRo3LmlcoPv6ZkZBX1mWLRsljx7tZdBhM8+cWSmqx05AgFlfnnLl8olqxnr+fLDbFLv79o1Ac+FskR1F+gUOgc7OPSgWMX/L2mxMqDo+Gj++9rr0EEgIIYS4JEehWG3atIZh0UkpvXVrr3h7x9F9SU4HSdTRF/4CRWfs2B7SsmU5uX179luL/Dt35iE46SGtWgWqq4KNQ5cGDcoiqBmMP38HQw6b+eTJflmyZLjUrVvaaCwLF84sHTtWli1bBqq+KG5b8C5d2kMyZkwVWQjzHNaDzkpB+BqKUql6jOzYMcRm40Fnzuyge/5ewwBICCGEuHaT3YQJP5MHD44YFp6U0vr1g3SLx2WQRD3x4frwhZXVJEk+kwkTWsi9ewtk7dp+0qlTZXVrjXHgUr16cRxF6qt6hjDksKGHDs3HTrPGqt+O0XhWrVpY1NGyGzdmsdi1HPkYM6apmiuRhTDXYEHojCyFYjVbtrTWK+upTcSxT92z9y30hoQQQojL8AyK1cmTBxgWnZTS48dX63op/BLti0aSB16H4kgfn7iq2DIq0CtV8kNg0w3HUFYz4LChaueRCsQqV/YzGk91vKZv31qyf//I6Cwa/4+9uwCP4nzbBX5YIoRACBqKFGiB4k5wLSnu7u7uWhxC8eBBgztFEkgagoXgwWloCsE/NFDqBs+5h3M+G2Z3Z6Ozm/u+rt9fW0jnnZ2d92Hmeeze7durPhQnXVycLBVg3kEwZAd7ihO8VP/zjB3bkmtvMMqTiXnyZNU6944CwzAMwzhE5nzcZLcQbnTZZJdIr6pVy2rdMH4NTNKkO8SCWHoSpkSJvB9t0L/8srRMm9YXBbQNLHAY0MuXp2T//sUfmhuXL69vRHTbttVk7dohmPSzmptaGyd9NWlSwdpTMH+BP7iCvaQJvFdPSouImGuwNaCgoCni5JRa67wbBI4XhmEYhk12jx7V22SXiLZtW6R1o/gfwCRNOsAp1bVMk8lkkpw5M6NYVkzGj+8moaGr5NWrcAMWHejKlV1ohjtQatcupavgUrNmcTTbbc8NdQI4dGiy0lzaWhHmLYwCe8l36n+GKlUKc70NaPz41lrn25+QHxiGYRjGbnNc/QXXqVNTnZtOIoqNvST58+fRulFsA0zipQEcgV9B9HBxccYUHG+ZMmWwhIVtxLSiUGMVHAgbrzDZunU2vofq6pw+lV9pnqz09GEPj0SAaWCar4GoPITGYPR4al0vFi3qxbU2mMePA5TCmNa5dhcYhmEYxi5TT6vJ7t27x3RuPIlo7twx2s0pmcRIZdgDP4HooUw+8vYuKePG9ZFDh/yVp/r+l4sX98izZyeSuehAp08HyIQJ3bHhKqqr6FKvXhmZN687no7x42Y1kT14sE4mT24nHh5prX3eIqEYGDmD1T+3p6c7mmov41obzOXLiyVjxnRa59k6YBiGYRwhbLI7jhtqnYgePQpHH5EMWk0py0LChCkGG+EFiB54dRKb+LKyaNFEuXfvBEaAH5FjxzYrxRZNYWGbMAHnIJ5iOs1CSBKKiTnyYXx3s2bVdBVcKlQoKEOGNJbAwMny5EkAN6hJ7Nat5dKzp484O6e29Pn7Fw5AZjBqrql/7ubNK3GNDWj9+iHmGj83BLsJwzAMw/iqv9BKlPiCTXZtQDR4cBetG8NgYOKXPLAMHoPoVapUEYzNHSFRUSEfrdXr15fwlMu3SrHFrJMnt+LJvxAWRhKRUuA6cmQ5iihtUEzR1zxX2RivWNEf67qSG1IDUHrq1KtX1trn8U/wAycwWvLD3+qfedu2UVxfA+rSpbbW+fUTeILhwzAMwzBeWk12Q0M3ckOtE9H164FKDxGtKSDZwfYwWcEX7sB7ED0KFsyH11X64/WTg3rWDTfzERIevsNiEebcuV34646zWJKAvv/+W1mwYITUrVtOV8GlatUiH5puHj8+mxtQg9q3bwImI+az9hl9DQPBaFmg/lk//TQriq9ruLYGExOzBtf5nFrn1lkwfBiGYRjmmPpLrGPHJtxQ24CoeXMfrZtBf9AfJh1MhFvwL4geuXN/IsOGdUOfkJ1xXr/o6FBs7LdYLMJcu7afk5DiQemls2fPPLyq0kiZnKOr6NKpU03ZuHE4NlxrufG0A8rrX0uX9pUcOTJZ+9zGgA8YKQ/VP2f//vW5rgYUFjZTXFyctM6riWDYMAzDMExdNtklih9szM2NXXUGy2GcYRBEwj8gemTNmkn69Gkr330XIG/fXkmQdfzpp8sfnpgJCzNfgEGBBoWawyym2ODixW0yfXpfqVGjhK6Cy5dflsTrYp3l/PkF3GjaqXv31qKpdStJly6Npc/xezgLBcEIqQrvVA26cY2ZzjU1oJkzO2mdU39DCTBeGIZhGEarh8K8eWO5oSayQfnyJbRuAkeBdhgTdIZw+BNEDw+PdB9G3x84sCpR+1E9f35OzpzZZfEpmIiIHWiwHMbiijYcm1AJCJgmbdvW1lVw8fYuIH371pO9e8fLw4cbuLl0ENevL1V6dChFDGtNeXeBByR3dn3c/y4vzmeek0ZUp05JrfPpsRF7CzEMwzDMbPWXVvHiBW3Y1BDRhg3faN38PQTm4zSGEPgNRA83N1dp0eIrNL9cJC9fXkjStb1377icOLHVYhHm8uV98uLFSaXgAHTs2FoZPbqzVK5cWFfRpWHD8rJ4cW8HH+1LJ07MVp5osvZ5/x3mgAmSK27wRv2zTZ3agetoQMp1I1u2DFrn0m4wTBiGYRjGC/5QN9nFI/zcUOtEpBQD8uTRbPzXGBCEqQr74C2IHs7OTmjEWk3Wrp0tT5+eSdY1Vl5pun49SMLCzI+mVsZWR0UFYoJSyiy4REcHyrJlY6VRo8q6Ci6VKhWSESOaSXDwNPQI4QYyJdm5c4wULpzb2jXgJfSA5Eo79c+UNq2rXLhgxNfgaMeO0cr9q9Yrbe3AEGEYhmGYMPXNRYcOjbmhJrLBjBnDNTYO6F3ClIDN8BJED5PJJNWqlRM/v6/lwYOThlvrV68uogfJHotPwYSHb5P790NTRMHl5ctTcuiQnwwY0FK8vfWNiG7TpqqsWTMYxRp/bhpTsMePA2Thwp7i5eVp7brwA1SH5Ei4+ufBkztcP4NCY2St8+dX8AKGYRiGSdb4wHt1L4U7d8K4odaHCJvsk8rnRqt3QTFIickHK+EJiF5lyhQVX99R8sMPoXax7o8ehcupU9ssFmEuXNiDJ3ZOOGTR5dq1PTJnzmD0Wiijq+BSo0YxmTy5HQpTc7hJ/F/ozp3VMnJkM3Fzc7HWlPck5EmGp4N/V/88q1YN4NoZ0IMH65XePFrnzzUwVhiGYRg22Z07dww31EQ26NOnndaN3oEU+PriXIiB9yB6FCr0mUyaNBAb+UN2u/5RUSHK60ZmCzDKxKQbNw5KbOxpuy+4PH16TLZv90Xj1Hq6Ci7lyuWX7t3roE/PKBQp13FzaBFdueKHxszVxGRKZem68TdsBndIqoz/eMpaBnz2V3DdDCgiYq7yepjWuTMXGIZhGCZZMit+TXaJ6PLlA+LklFp9g/cnZAZHTzr4GqLgHYgen36aA30+eihThBzmPHj9OlIuXfrW4lMwJ09ulTt3gu2y6BIRsQlFsp5StWoxXUWXr74qLd98000iIxfbvHEiOnp0Bs61ItauJb/CVEiq3P74Fe0aXC+DWrSol7lpWpWAYRiGYZI0WdVNdhUhIRts2HAQUYMGNbVu8PzAUeMKQ+Ey/AOih5dXFunXr4NShHDk8wE3/Wfk9OkdFoswZ8/uRHPZY4YvuNy/H4y+LF9jwlR1XQWXChUKyqBBjTD+e5LSy4MbQIq3TZtGSIECOaxdX54lUUPVYvCPejjBvn0TuFYG1aRJBa3z5QW4AsMwDMMkWY6qv5Dat7elyS4RBQWt1bqxew1O4EgxQTeIgL9A9MiQIT1eT2kuBw/6p7gn6n788agcP77FYhHm6tX9aFYbbqiCy+vXpzHpbqUMH94exZQvdBVdmjatiAlH/RLlFQyiR482oBdUV8mcOb21a85N8IbEjL/69/38808M+kod3b69SnLlyqJ1rhwBhmEYhrGHJrtEpIwdLlmysNZN3UBwlDSDUPgdRA83tzTSqlU9jPxcrEwFStHnyE8/XUYPi4MSFma+AIMCDRoMH0720dRRUQdk8eKRUq+et66CS5UqhWXs2FYSFjaTmzxKCvicrPrwZJWrq7Ola9A7+A5yJGIh+pn698W4dK6RQSlP4qVObdI6V/oCwzAMwyR6HsWvyS4R+fvP0LqZiwF7Tw3YDz+D6OHi4iz169eQ9et95dmzs6pjRS9enMerRrstPgUTEbFDHj48mpQFF/xcJ/HKxALp3bspGuMW0FV0UXpcBAQMk7t313BjR8ni4sWF0rx5JbzyY7Ep71+wJpFeL6mr/gMsZ2cn9HTy5foY1MiRzbXOkT8gHzAMwzBMomWm+guoWDFbmuwS0fPn5yVnTi+tMag+YI8pDVvhFYgeJpMJo4O9ZenSySganNJ13DiS/IScOLHVYhEmMnIvzq+TiVp0uXRph8yY0V9q1iypq+BSq1YJ/PUd5dy5+YbZTBEdPjxVeTXO2rXqZxgLCZ1A9e/l7V0QvZyM2uuIr65hfbTOj2hgGIZhmKRrshscvN6GDQQRYTSy1k3cWbCn5Ad/+A8QvcqVK44pNqMlOvpoHI8f3bhxWMLCzI+mVsZWf/99oNJ/JcEKLo8fH0Xz0hno7eWjq+BSvnwBPBFTV3bvHofi2nrDbqqI1q0bInnzelm7dj2GZpBQSaf1dCAmfHFNDPzElIdHWq1zwx8YhmEYJsETqv7SadeukQ2bBiJSeiO5u6fVGl9ZEIye7LAA7sN7ED2KFMkvkycPQtEgKIGOI8XGXpQLF/ZafArm1Kltcu/ed/Equpw8uR69WbpI5cqFdRVdGjQoJwsX9pTr15fazaaK6MGD9TJ9ekfx9HS3dj27DCUgIdJb/et7eLihz5Mf18Sg/P0HmusT5AMMwzAMk2Cpo95spU/vrkzksGHDQETdurXQunnbBUaNB0yF2/AORI+8eXPJqFG98KrJHq57Inr8+DSKLNstFmEuXNgtT58e111wuXMnSFasGI8xq1V0FVwqVvwC042aKq9x4LUJ+91YESkTt/r2raf0YLF0ffsXDkFWiG8uqX/9Ro3Kcy0MrH37GlrnxBvwAIZhGIZJkDz8+PHY0TZsEogIhQitqQm/G/CmzRWGw1X4F0SP7NmzyIABHZUJPFzvJHb7dojyupHZAowyMen69QOYIKU9mlr534OClsnAga2U3ga6ii6tWlVR/iRYmSLDTRk5lDNn5ilFEGvXvD9hKThBXJNba/z+xo3DuA4GdefOamU8uNb5cAoYhmEYJt6Zrv6SKVq0APoJRNqwOSCiL7+srHXDNgeMEBP0gLPqzYAlGTNm+PA0T2DgGmU0Mtc5Gb15E4mGu/stPgWDhr3YPAT/V9Hlxo29mFY3VOrUKaur4FK9elH0LGqLp23mpIiNFnHMcJkyn1u7Dr6BwRDXzFb/mjlyZMKTxf5cA4MKCZlm7umo0cAwDMMwydlkl4i+/XaF1o3aSzBBcqYlhMHvIHqkTesmrVvXl127lqD3yCWur8E8fXpWTp/eabYAExS0RqZOHYQnV2orBRVdunatLVu2jEQPmbUpapNFpEwgWrmyv+TOncXatfEe1IO4JEb96/Xs6WPg40KTJ7czN6K8KMQpDMMwDPOd+sulbduGNmwEiAij2JWnxbRu1HpAcqQ2HIRfQPRwcXGWhg1ryoYN32CU8Tmuq500d8YrYP9VdFm2bIqyhkrx7L/WNXNmDylZMp9mwcXHp5T4+nbFaOlFKX6jRXT//jo89dVGaYpr6Vr5Hs7DF2BLvNWveJpMqVAonWLgY8KiXI0axbTOgYdgApvCMAzDMLXj32SXiJYsmax1g/YDJGXKwXaIBdFD6U9Tq1YFWb58qjx6FM61tEMxMSdk9Ojeki9fLovrnCtXFuX1CqXfC/r2NMCTWhOx5htUGw4iunlzmXTvXkecnFJba8q7BzxBb7aof53ChXNzVLuBXb26RLJk8dBa/23AMAzDMPFrsjtnjm1Ndon4CsgZ8fLKovWno9UhsVMQ1sBTEL28vUvIvHljlScnuIZ2SOm9s3//SmnR4ivliSXd6+7l5Slr1gzSsekgovDwOeLjU9ra5+p3mKfzSQhneKX+NSZObMPjbWCbN48w9wRUS9AVhmEYhpmm/jIpUiS/jU12iWjMmN5aN2YnIbGSAxbDA3gPokexYgXRB2SI3Lx5mOtmp27dOiLjx/fDUyzZNdZYv3r1ymIy13wdGw8i2r17HK6feax9rl5Bb7CW5urrdpo0Lsr0JR5rA+vV6yutNf9FzzhyhmEYhsms1XzzyJF1NmwEiCgqKkTc3NKob8j+gTyQkPGE6RAN70D0+Oyz3DJ2bB+5cGEf18tOvXp1UQIC5krt2pXEZDLpLbC8hKvwJ4gWV1dnGTasidy9u0bH5oOI/T8WL+4tn3ySydpnLxpqgKUcU/991aoVNfgxYD+gIkU+1VrvSGAYhmEYiwlRf4G0adPAxk0BEXXo0FjrZmwzJETcYBRcg39B9MiRI5sMGtRZTp7cxjWyY2fP7pb+/TtKpkwZ9BZc/oZT0AD+M15w1NITUsrI21WrBurYgBBRTMwaPO3YUtzd01hrynsK8oFWMsNv6r9vyZI+PMYGdvKkr/KUktZ6zwTNMAzDMEwt9Y14unTuEh1tS5NdIgoP3yGpUqVS34T9Cu4Q1zhBbzgPf4PooWzQe/RoJYcPr1P6gXB97NSTJxHi5/c1JhGpJ2xY9ABmQjor1/17IOZUrlxIwsJm6dyIELERa8eONZVm1pY+m//AVjOfzeEfX8fTK81+eXwN7JtvuplbZ29gGIZhrIdNdn19R9m4SSCi6tXLa92ETYW4pA0chz9A9HB3T/thLPyePcskNvYS18SOBQevV56iUr/CZsnvcADKgS0ZB79amoqkTHmJilqhYyNCRMeOzZKaNYtb+7z+CtNBnRvqv7Z16yo8rgZXv35ZrTV+Bs7AMAzDMP+VqWyySxR/O3f6ad982RYfCIRfQPRwdXWRxo1ry8aN8+T58/NcCzumjPSfPn2Y5M+fR2/B5T18D0PBCeKadLBH/Sqb+k/g587tLo8fB+jYjBDRtm2jpFChXNY+w8+ho2panfoJR3y/jOExNbDvv19hrvfPQWAYhmEY8012Dx+2pckuESnFygIF8mrdeLUDa/GGnfAaRA/laQSl2erKldOxGT7NNbBjb95c/lC4a9iwpjg5pdZbdHkDG+EzSMiUhJsg5hQvnlcOHpykY0NCRI8ebcAI/+6SLZvVPk23oAIo8VP//3nzZlN6y/CYGtjevePFZEqlVSDvDgzDMAzzf4I/fry1vo2bByKaP3+81s30TTCXwrABnoPoofSSqVixlPJ7YRrNMR53O3f16iEZObKnZM+eRW/B5V84D+0gsdPDWjGwZcvKcuWKn45NCRH9+KO/MklM3ZxV7T0chdzwWP3/DxrUiMfS4IYObWLuldDcwDAMw8QnbLJLRMqTJ5kze6pvtt5pNNvLBUvgIbwH0aNEiS+UV1HwWHMwj7edU14LW716plStqu4PYNFTWAiZISnjDKstNXlWprtMmtRGHjxYp2NjQkSRkYuUHi7qxuxqf8Np9feE8mRcWNhMHkcDe/hwPZqjf661plHAMAzDpOA8UH85zJ490sbNBBENG6Y56SAUlGSEWfCjLQUXpefH+PH95NKlb3mMHcCpU9ukV6824uGRTm/B5U8IhVqQ3MkHZ0HMyZfPSzZvHqFzg0JEISHTlGliyufHJqVLf8a+SwZ37tx8SZ/eTWv9lgLDMAyTAjNZ/aVQuPDnNjbZJaKbNw8rDW+1RkzOhRvwL4geOXN6yZAhXSU8fDuPrQN4+PAUej2MRY+UgrY0z70DE8EVjJYm8BTEHB+fUnLmzFydmxQiCggYJp9//olNBZiZMzvx2Bnc8uX9zL06WgsYhmGYFJSMWk12g4LW2ri5IKJWreopn584U15XUp6IUMYKv317hcfUzilrePCgP86L+uqinCW/wG4oBvYQX0vjz52dnT70prhzZ7XOjQoRX1WZNauzMlFM1zUjXbo0eCpyEY+dwbVqVUVr/WLBHRiGYZgUkiPqLwNsFGzcZBDRsWOb41RwSZ/eXdq3byz79i13kKfNKCoqRCZOHCB58uTUex68g2vQG0xgb8kKwZZepcuePaPyp786NypEdPv2KhkwoIG4uDhZvYZ89VVpHjODi472V6ZUaa3fcWAYhmFSQGpoNdn94YdQGzcbRFShQkndBZc0aVyladM66IsxX168OM/j5wBiYy99WE8fn6piMpn0nguvYDXkAkdIVbgLYo63d0EJDZ2hc8NCROfPL8D3RUWr15PVqwfxeBlcUNAUcXZOrbV+w4BhGIZx8NxXfwHMmjXC9o0HESccad4MqydT1KlTRfz9lY1nBI+bg7hwYR9eq+ksWbJk1Ftw+RvCoQk4akbCLyBaTKZU0qVLbbl1a7nOTQsRBQZOlnLlCpi9tlSpUpjHyQ5MmNDaXFP1gsAwDMM4aL5WX/wLFfosbq89ELHRrubNsDI+tHLlMrJw4QS5d+8Ej5WDePr0jCxbNkXKly+hrLNej8AXPCAlxB12WGoy7enpjql6XeTRow06Ny5EpDzhkidPVvXnSSnM8PjYAWU6VdWqRbSuiTFgAoZhGCYlNNkNDFwTx80IEfn6jvqvz1KpUkWUp8iU3h88Ng4kNHSjdO7cTNzd0+otuPwOgVABUmqKwTUQc4oU+RQ9jybo3LwQ0YMH62TKlPaSIYP7/3+V1UU2bhzGY2Mnrlzxk4wZ02ldDzcCwzAM42A5/HGT3XoJsDkh4hMRjx6F81g4kLt3j30opH3xRT5bRkTfhuHgBAyCdIFYEHOUvhaRkXqnthCRMkXsxInZcvbsfB4PO7Nhw1BzzdebAMMwDOMgqa5usqv8KS6b7BIRAbx5c1n27FkmTZp8qYxK1lt0eQtbID9oh3GClfA3iJa0aV1l3LhWcv/+OofeeBERde1a29x3SUZgGIZxxLDJ7syZw1P8ZouI6Pr1QBk9upfkyJFNb8HlX7gEHUF/mNxw2tJoamUka0CA475GQUQUE7MGT1Xm1LoGngeGYRjGzjNJfYHHo/TKiNQUudEiIlJGfa9b5ys1angrDZL1Fl2ewRLICkzc0xCegJhTq1ZxCQ+f45AbLyKisLBZ4urqrHX9mwwMwzCMnSYj/Ka+uB86tDrFbbaIiE6f3il9+rQVT08PvQWXvyAMfIBJ2MyE30G0ODunlv7960t0tL/DbbyIiGbN6qx17fsbSgPDMAxjhwlSX9hbtqybYjZaRERKM+QFCyZIyZKFbRkRHQOTwQ2YxEtGCIR3IFqyZcsgfn595MmTAIfaeBER+fiU0rruPWHjdoZhGPtLdXinbrJ7+/Z3Dr3RIiJ6+/aKBAWtlTZtGoibm6vegsuvsBdKApO0qQTRIOaULZtfgoOnOcymi4jo5s1l4uXlqXXN2wcMwzCMHeWe+mI+Ywab7BKR41ImuE2ePEjy5cutt+DyDm5AfzABk7wZCm9BtJhMqaRDhxpy48Yyh9h4ERHt3DlGq/fYezZ1ZxiGsZ9MZJNdIkoJXr+OlK1bF0rdutUkdWqT3qJLLKyF3MAYK26wBf4B0eLhkVZmzOgkDx+ut/uNFxHRgAENtK51v0EOYBiGYQwcT60muwcP+jvMZouIKDJyvwwd2hU9QTLrLbj8A2egJTDGT2G4DGKOMq51166xdr3pIiJ68GA9+pLl07rO3QCGYRjGwAlUX7xr1qyA90oPE5EVyhMUtWpVkFat6ktIyAYeE4O5cSNIVqyYJhUrqpsUWvQY5oInMPaXDvASxJxGjcrLxYsL7XbjRUQUETEXvRnTaF3jFgDDMAxjwMz6v+zZAWTUYRjHcbe72/231WUGbYAdQgAAARAAUSlSABBgSnQCIEiQAgUalgQiSAAIKpAQCQIEFdzbEwZ7L4Dz3N7Plx8MPLx2x+dis1ixhmdmv2KvY+diWv4GsYexP7Eyb123WiaT7aWdmdl/8GUWexVLliTpS6w0ODOzWexzbC82jB2/tBN71+CPDGZmkqRkfY8VM7OG9jP2PHYm1kY6H/sWK2ZmjUySlKyDBr58zMxmsfexG7F20zRWzMwamCQpWU9j5XArK/1yaryVYNZ1a3O/TEejtQT32fjkZvU26+snktxnvV7v6Pvcj0n/+h0rh+v3B2U47CzB5vzfxt9HCW6zwWC1ept4ryT3WXyOwZdlSxJ8meyeLW/f/LAEu35tby6+XLl8M8F99mL/U/U2d+88TnKfbWyMj77PvZiq4MvFC7fKsydfLcG2Nneqz9VHDz4kuM2mt19Wb7N9ejfJfXb10hS+SBJ8MfgCXwy+CL4YfIEvx2XwRZIEX+CLwReDL4Iv8MXgC3yRJMEXgy/wxeCL4IvBF/hi8EWS4IvBF4Mv8EXwxeCLwZdq8EWSBF/gi8EXgy+CL/DF4At8kSTBF4Mv8MXgi+CLwRf4YvBFkuCLwReDL/BF8MXgi8EX+CJJgi/wxeCLwRfBF/hi8GVRgy+SJPgCXwy+GHwRfIEvBl/giyQJvhh8gS8GXwRfDL7AF4MvkgRfDL4YfIEvgi8GXwy+VIMvkiT4Al8Mvhh8EXyBLwZf4IskCb4YfIEvBl8EXwy+wBeDL5IEXwy+GHyBL4IvBl8MvsAXSRJ8gS8GXwy+CL7AF4Mvixp8kSTBF/hi8MXgi+ALfDH4Al8kSfDF4At8Mfgi+GLwBb4YfJEk+GLwxeALfBF8Mfhi8KUafJEkwRf4YvDF4IvgC3wx+AJfJEnwxeALfDH4Ivhi8AW+GHyRJPhi8MXgC3wRfDH4YvAFvkiS4At8Mfhi8EXwBb4YfFnU4IskCb7AF4MvBl8EX+CLwRf4IkmCLwZf4IvBF8EXgy/wxeCLJMEXgy8GX+CL4IvBF4Mv8EWSBF/gi8EXS4Mvgi8GX+CLwRdJEnyBLwZfDvY/lr/snYN3XUsbh1dt27aCKk7u1xhNbcVJbYV149q2eW3btvVXvN96l2/P7OBmn5zd2+dZ61cdzWQ6J2c/mZm3rOiWbFx3QJIXbpRpkzMkLma+THhsqsREzdG/y8J5a2XD2n1y6tir8vxTfyJfKgGQLwT5cuLgN7I15wlJXVQiifErJPyxRRLgN0VCAmdIdHiqTElcI2lJpVK47UXki7OCfAEAAOSLSoYe3fu7LWtWliJf3Jy7N7+Rkt03JC05R0KC4qV3r0HGsVi+ZBfyxQ159onfZG/pPUlauEH8xkVIu7adtJ3VSuPGTXXsZPf2y/LC038hX9wAIF/Gjo7TC9lazbKso8iXGuTU4e8lZ8NNSYxbLv36eEm9uvWr/L7avFkbCRg/WbLX30C+OCwL5myvcN7MmZGLfPnvAQCAfIkIn65tclvSU3KRLzbm/q3vpLTopqSn5klYSKJ07dq7qmOhKy2QLzYnNSlbGjVqbOuc6dKllxTuuIJ8sRlAvvTtM0rbUqvRFRrIl+qnIPu+6KqWFi3a2jIOPXsMdYiEQb4U73hVGjVqWuF4JcQuRb4AAADyBfnimeRlH5fu3fpKnTp1DO1Fvngq8bEL3DZ3wv83VZ6+/+tDKl8AkC+a9KQy5Ev1oqLELWNRp05diY3MkJOHvkO+eCinj/woQwf7u/QR+QIAAMgX5ItjkpK02dDO/7J8Qb5ovL2C5Mm7Pz2E8gUA+VK3bj0pL3wL+VLN1K/f0K3jMsY3RrczIV88kEVzd2ifkC/2AQAAyBfkC/IF+dKiRRsZOsRXD9mVxIQk/T8lc2atkEkTkyU0ZKL06jVIL84qHbdxYycgXx5CAPkyakSYm/qCfOnQvod+fSXIf6rERKZLbFSmhAbPlv59fap0Lkyg3xTkSy2nbNeb0qRxc+QLAAA8CPJla/4ZW3Lu1Fu12B/kS/PmraR16/bIFw/Ilz69B8vkxBTdIqbVjqr0+NvXvpKlWTukQ/uuFY7rpvUHkS9QQ5Avm9Ze1QNwbc3CCn6SvzTjkE1tR740bNhEqxpJVur+SlcTaV+mT14vLZpXfF7M4vQDyJdazIhhIS590zFCvgAAPNIgX/RcEedfmCNfVLTotpSZ05dI3uZjcuH0O3pfmZyYinyppWg1r2WLd8rlcx/U6Hl0a1F05CzLi4S2bTs6sBw18gUoNT19ygaLlW9tbThbBPnSp/coSZq/S47s/bzaz7O3+F0ZMsjP+n21TRc5uu8L5Iv7owdPu/Rr8KDxEhwwHfkCAAAK8sU5Qb5omWjvUYEyc9piyd18VM6fflteePpvw32RL46MDdsAy4puIV8cBiBf9MLYNF8jJyTX4HmRL7pFbM3yMzV+ruMHvpaB/cdYvq+mLChCvrg5e4rekWZNW/2jTw0aNJLCbS9KSOAM5IsBAABAviBfHB7ky8Ofeze/1bNijOM3bXIG8sVBAPIle911y4v6HfnPIF/+ZdYsP2vvxX/h29K4UTPzoeajwpEvbo6PV7jr97NJ6/Q25AsAACBfkC/IF+SL5xIXM898QKR/NPLFOQDyxWrLhK7a0NuRLw5KQswS41g1bNDYjZWPkC+Zqftc+tOz+xA5efg75AsAACBfkC/IF88G+bJx7X7j+A0Z7IN8cQiAfDmy73Or1RRaThf54rAUZN/Xfhqj22KQL/Znf8kHLgfqaoW//E139HbkCwAAIF+QL8gXzwb5UrjjikufnfW+gXwB5EvygkLtl7Eqz+G9nyFfHBY9/Fg/25jGrGDzPeSLGzJuTJzVWUjIFwAAQL4gX5Avng/yJT/nhMXZBIHIF4cAyJcB/XxN81TLIevtyBcHpmnTlsYx27jmCvLF5izLPOLSj/btumt1KeQLAAAgX5AvyBdnBPmSsmiTcfwmJ6YgXxwAIF92bXle++TIC3lzkC8nDn4rderUNY7Z7q0vIl9szMHyj6VVyw4u/TAcpIx8AQAA5AvyBfniuSBfBg/yNo7f9oKzyBcHAMiXmMh04xzt1LG3Q9uMfCnc9pKlMNPze5AvtkVXf7n0wW9cot6GfAEAACuQL88/9accOfCsbMk7LatXFEtWeoGsXVWmf5fy4tty69qXyBfkC/LFxhTknDRf1HXqrvMR+eJhAPmiVVpatWxvnKdTE9ciXxyauTPztZ8GsdGPUtM2ZtXSUy7t10N395d+gHwxAQAAyBeNv1+Uy4WVKb16DZKJ8QultPAG8qUGQb4gX1RoNm3SXPvo0D4jXwD5sjzrmHGOahWXPYVvI18cmu7dBhvHLS46C/liU/Sg6bZturi0Py2p1HB/5AsAACBfahLdLqE/uUe+IF+QL9XI1Ysf6XkuUq9efeO4RUfOckhbkS+AfPEeFW6cp6NGhDm0zciXlUvMh5hrtAQ18sWehAbNcmn78KFB5vsjXwAAAPliT/zGRcjdG18jX5Avj6x8efr+r1JWdMslukJsa/4Z3b4n06ZkyvBhY13Knz4gXhyy3Qj5AsiXvcXvSr26Zkm6NOMw8sWB0eo67dt1sxBmj9n0OsiX9asuGMuul+x8DfkCAADuBPmi6dihmxza9zTyBfnySMqXS+fer9H8adu2o2xcd8BBfUK+APJl+uT1xvnaokVbOXnoO+SLAxM5Ick4Ziq9t+Y+iXyxTXB1d/0cNS1bb0e+VAYAACBftCRjly69ZOgQXxntEyLjx4XLiOHj9IwXw/YIc1q2bCPnTr2FfDEF+YJ8Mcw5r1EBsmZlqTzz+G8O6xPyBZAvehFsmrtR4SkObC/yZXH6AcuVhWHBs216HeTLhLAFLm3u02uknDr8PfLFBAAAIF/0sMCRI/wkPSVXKxzJU/d+sXzMk3d/kpLdNyQ6crY0aNBQH2+Z7t36yp3rXyNfKgnyBfnSpEkzCQ1O0BUvum0J+QIOAvmyed01y7m7I/8Z5IvDoqtadNuL+XPJIDl24Cvkiw3ZtPaqi+DSrXmGVUXIFwAAQL7Mn7NakhZukOuXPvlXj7919QsJC0nUflkmLmY+8gX5gnypRlq3bi+ZafkOOe8F+QLIl6CAaca52q+Pl8PainzZV/K+5TkvKmR2FDxrw+sgX1RgderYx6W9sVGZejvyBQAAkC/uysplRZYXkvXrN5CLZ95FvtgZ5Iujc/3ypzJksI9LBvQfKV069zSUlDZHt/1du/gx8sWDAPLlyL7PpVGjpsY5umjuDuSLw8od9+453PKcl4zkcpteC/kSHZHm0tZOHXurlEG+AAAA8sXdSVm0qYKqLbORL8gXSk0/sDomL/u4+PtF6bY/66173fvp1wH54iEA+ZI0f7fVKgq92Ee+OGglxqABYy3fS+fOzLfptZAvuRtvG79vbVh9SW9HvgAAAPKlNjJs6BiLahBt5IWn/0K+IF+QL4acP/22jBrpb3XRoIdde2j+IF8A+dK/r49xXgb4TXFIG5EvJw5+K6NGhFm+h05JXFPF5/o/e+fALFkShNEY27Zt27Zt27ZtW487tm3btn5F7uZ691UNu+tGR5wT8Y27X95bU43zbmciX75+rp9ImlTZItRZvkxz/XvkiysAAAD5smTBPuuLn2WLDiJfkC/IF0tOHP4sDet3tu6f3j0mIV8cA8iXGZOOWfekNhtFvngfHfNdpGB16zrVqdHTh18P+VK/dt8INSaIn1SWL7yNfAEAAOSL66RIkdb4ZNql4yjki4MgXwI6OvHIuH6JEyeXowfeIV8A+eK+r4Wxt4X39SFf1q98JsWK1LaKl8oV2vjw6yFfJo/dr9OMItTYp/tS/Xvki2sAAAD5Urd2O8vUo3bIFwdBvgR2tMFujBjmEamTxq1HvgDyxeEbe/2OvmkvNms0HPnicTasfC4li9WzipfSJRvJxlUvkS8+PN/p0+aKUF+hAlX175EvAADgBciXbp3HGp9My5auhXxxEORL4Kd8ubrGNWzUoAvyBRyBfOnfe7VxH2qj0UWzLyNfPMzGVS9UrljFS/GidVUW+PBrIl+Wzr9hnCDVuf1MGTpg0w8lX57yxvUrWby+8d8PGxiMfAEAgH+DfBk+ZKHpyUmb8SJfHAT5EvgZOmi+tfEu8gWcgHzR7+gb92GBfJU9rAv5olezlCvd1CpeihSqoVctOagF+eI6+pEn5AsAAPwL5MuQgfOMT5r585VCvjgI8iXwM2fmVuMapkubFfkCDkC+LJpzxToCvl/PlcgXD8VLhbItrW/OC+avog143deGfEG+AACAFyBfunYabXpy0kaiyBcHQb4EfpYvPmRcw+TJ0yJfwAHIF63XtAfjxUvs4Zt75EvlCm3tI/nzVNAxyN7XiXxBvgAAgCuQLzWqtfC+XwXyBfkSwJk+JcS4htmzFUC+gAOQLylTZDLuwZrVunpUE/KlWuWO1jfluXOWkbXLHntfJ/IF+QIAAC5BviRJnML4pNmz20Tki4MgXwI/fXtNNa5hiWJVkC/gZ5Avo4dtsb75mz7pKPLFfVR6WdckZ/YSsmbpQz/XgHzR/yM67ciXiRMnoWlNdcqY8d9nzJAP+QIAAH+BfJkzw/6idfXy48gXB0G+BH4K5C9tXMN6dTogX8DPIF9szVyzZCroQT3Ilzo1e1lfV2TLUkRWLbmv/w754n0YNQ0AAK5Avpw4/EmPzfhEmjBh0t/+/jPyxUGQL4Gd1cuPSaRIkY1rOHViEPIF/AjyZdXi+xIjRmzj/uvUbgbyxXH0TbhNvGTOVEBWLr7nfZ3IF+QLAAC4BvnStHEP64ukOrXauq8J+YJ8CbAc3vdWsmXNb1y/GDFiyaG9b5Av4EeQL53bzzTuv+jRY6mYQb44TKP6g6yvKTKmzxsYTYKRL8gXAABAvkyesFEWzd/jsytebBJDEzVqdAkPvo58cRTki5u0bT1ItoXf8dn9Hdr7WooULu+hwES+APIlS+ZCxv1XtlQTh3UgX5o1Gq51WUbu55TlC24FxvlGviBfAAAA+dKyed8/JgTkKiJjRi6X/btf/ND9bFp3XgoVKKv3ZU2TRt3dHyPyBfniQDxEjx5DGtTrpKOhf+pjddMmBUmqVBmseyhu3ASyc+tD5Av4EeSLNtO17EFtwot8cZQWTUZZ1yFN6uyydN6NwDvvyBfkCwAAIF/+SrRo0aV0qZrSr/d0WTBnp+zZ/th629CNV2TU8GVSonhViRQpkt7emsyZcsm+nc+QLz7I0EHzpVKFhl9N2rRZjMeUKWPOb7m9yg3kyw+Ih2RJU0vD+p1l5LAl2lxajux/Z73t7m2PZeHcXSrEJG2azF8drzl4wBw/Hw/yBZAvtaqZxXWK5Jkc1YB8GTtiu9ZjTa4cpaREsbo+Tb+eK5AvroJ8AQAA5Is5sWPHk+TJ0uibdu1DISlTpJOYMU2NCM3R224Nu+2jmpEvdWu319r8ntYt+397XcgXayJHjiLx4yeSVCnTS9YseTX6a4kXN6HtNh5dsYR8AeTL+hXPJH68JKY9qB+BQb44ytABm7Qep2lUbyDyxVWQLwAAgHzxfTJmyKEfSXJ/bMgX5It78eCX6MSjLh1HOTgW5AsgX/r3WmWVqItmX0a++CDIF+QL8gUAAJAvPn7D2Lxpb+NHLsxBviBfkC+Gj+tpHxlHx4J8AeRLwfxVjHuxQL7KP36/yBfkC/IF+QIAAMiXOTO2SLGilSRGjJg+efGijUdr1Wgl61aeclE/8gX54nnmz9mhPV4kadJUPjv3OXMUliED58qxgx/cHAfyBZAvemWLXuFi3JN6RQzyxR7kC/IF+QIAAMiXb4xeoTJ/9nbp2mm0lC1dS/u0GJromqPTWapUbiID+s6UXVsf+blW5Mv0KSFar98zb9Z25Mt3RKccrV15Ugb2my3VqjSV9OmySdSo0b5pDyVJnEJKlqim5102rDnrQf3IF0C+TBl3QBrWGxghjeoP0l4wyBeHmT31lJ57pxk1dDPyxaMM7LPGuCYjh4QjX1wAAIB88T5HD7yTsE1XZdH8PTJjSqhMGLNGRo9YruNw9c9k3arTOq3F+1o9ly8E+WLO8UMfdQ/p1TEybXKw1ixjR67QX+uUI52GJDs23w/49fm1HTvQQCCIwjAKbCwFAz1FtipASLUBCAWIAhEA9QA9+CYgJgqMaZyPH4DLgDnwRSXgy/fBF4MvBl8kCb4YfIEvBl8EXwy+wBeDL5Ik+AJfDL7AF8EXgy8GX+CLJAm+JBx8MfgCXwRfDL4YfIEvkiT4Al8Mvhh8EXyBLwZfDL5IEnwx+AJfDL4Ivhh8gS8GXyRJ8AW+GHyBL4IvBl8MvsAXSRJ8STf4YvAFvgi+GHwx+AJfJEnwBb4YfDH4IvgCXwy+GHyRJPhi8AW+GHwRfDH4Al8MvkiS4At8MfgCXwRfDL4YfIEvkiT4km7wxeALfBF8Mfhi8AW+SJLgC3wx+GLwRfAFvhh8MfgiSfDF4At8Mfgi+GLwBb4YfJEkwRf4YvAFvgi+GHwx+AJfJEnwJd3gi8EX+CL4YvDF4At8kSTBF/hi8MXgi+ALfDH4YvBFkuCLwRf4YvBF8MXgC3wx+CJJgi/wxeALfBF8Mfhi8AW+SJLgS7rBF4Mv8EXwxeCLwRf4IkmCL/DF4IvBF8EX+GLwxeCLJMEXgy/wxeCL4IvBF/hi8EWSBF/gi8EX+CL4YvDF4At8KSBJgi8GX+CLwRfBF4Mv8MXgiyTBlxCG3fXyyGA2ny0/4stkvMjgPjsd79HbtJtDJvdZVfXgi37Cl2a0en1cMpjVdYSm3X53y+A2267P0dsM+iGT+2zatPBFkv4FXwqemRl8UYQvhc/MTJIEX8zM4Ivgi5kZfJEk+GJmBl8EX8zM4IskCb6YmcEXvQdfzMyeydTpyp/e42QAAAAASUVORK5CYII=)

#### Args:

* **data**: A Tensor.
* **partitions**: A Tensor of type int32. Any shape. Indices in the range [0, num\_partitions).
* **num\_partitions**: An int that is >= 1. The number of partitions to output.
* **name**: A name for the operation (optional).

#### Returns:

A list of num\_partitions Tensor objects with the same type as data.

# tf.dynamic\_stitch

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_stitch#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_stitch#aliases)

Interleave the values from the data tensors into a single tensor.

### Aliases:

* tf.compat.v1.dynamic\_stitch
* tf.compat.v2.dynamic\_stitch
* tf.dynamic\_stitch

tf.dynamic\_stitch(  
    indices,  
    data,  
    name=None  
)

Defined in generated file: python/ops/gen\_data\_flow\_ops.py.

Builds a merged tensor such that

    merged[indices[m][i, ..., j], ...] = data[m][i, ..., j, ...]

For example, if each indices[m] is scalar or vector, we have

    # Scalar indices:  
    merged[indices[m], ...] = data[m][...]  
  
    # Vector indices:  
    merged[indices[m][i], ...] = data[m][i, ...]

Each data[i].shape must start with the corresponding indices[i].shape, and the rest of data[i].shape must be constant w.r.t. i. That is, we must have data[i].shape = indices[i].shape + constant. In terms of this constant, the output shape is

merged.shape = [max(indices)] + constant

Values are merged in order, so if an index appears in both indices[m][i] and indices[n][j] for (m,i) < (n,j) the slice data[n][j] will appear in the merged result. If you do not need this guarantee, ParallelDynamicStitch might perform better on some devices.

#### For example:

    indices[0] = 6  
    indices[1] = [4, 1]  
    indices[2] = [[5, 2], [0, 3]]  
    data[0] = [61, 62]  
    data[1] = [[41, 42], [11, 12]]  
    data[2] = [[[51, 52], [21, 22]], [[1, 2], [31, 32]]]  
    merged = [[1, 2], [11, 12], [21, 22], [31, 32], [41, 42],  
              [51, 52], [61, 62]]

This method can be used to merge partitions created by dynamic\_partition as illustrated on the following example:

    # Apply function (increments x\_i) on elements for which a certain condition  
    # apply (x\_i != -1 in this example).  
    x=tf.constant([0.1, -1., 5.2, 4.3, -1., 7.4])  
    condition\_mask=tf.not\_equal(x,tf.constant(-1.))  
    partitioned\_data = tf.dynamic\_partition(  
        x, tf.cast(condition\_mask, tf.int32) , 2)  
    partitioned\_data[1] = partitioned\_data[1] + 1.0  
    condition\_indices = tf.dynamic\_partition(  
        tf.range(tf.shape(x)[0]), tf.cast(condition\_mask, tf.int32) , 2)  
    x = tf.dynamic\_stitch(condition\_indices, partitioned\_data)  
    # Here x=[1.1, -1., 6.2, 5.3, -1, 8.4], the -1. values remain  
    # unchanged.
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#### Args:

* **indices**: A list of at least 1 Tensor objects with type int32.
* **data**: A list with the same length as indices of Tensor objects with the same type.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as data.

# tf.edit\_distance

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/edit_distance#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/edit_distance#aliases)

Computes the Levenshtein distance between sequences.

### Aliases:

* tf.compat.v1.edit\_distance
* tf.compat.v2.edit\_distance
* tf.edit\_distance

tf.edit\_distance(  
    hypothesis,  
    truth,  
    normalize=True,  
    name='edit\_distance'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation takes variable-length sequences (hypothesis and truth), each provided as a SparseTensor, and computes the Levenshtein distance. You can normalize the edit distance by length of truth by setting normalize to true.

For example, given the following input:

# 'hypothesis' is a tensor of shape `[2, 1]` with variable-length values:  
#   (0,0) = ["a"]  
#   (1,0) = ["b"]  
hypothesis = tf.SparseTensor(  
    [[0, 0, 0],  
     [1, 0, 0]],  
    ["a", "b"],  
    (2, 1, 1))  
  
# 'truth' is a tensor of shape `[2, 2]` with variable-length values:  
#   (0,0) = []  
#   (0,1) = ["a"]  
#   (1,0) = ["b", "c"]  
#   (1,1) = ["a"]  
truth = tf.SparseTensor(  
    [[0, 1, 0],  
     [1, 0, 0],  
     [1, 0, 1],  
     [1, 1, 0]],  
    ["a", "b", "c", "a"],  
    (2, 2, 2))  
  
normalize = True

This operation would return the following:

# 'output' is a tensor of shape `[2, 2]` with edit distances normalized  
# by 'truth' lengths.  
output ==> [[inf, 1.0],  # (0,0): no truth, (0,1): no hypothesis  
           [0.5, 1.0]]  # (1,0): addition, (1,1): no hypothesis

#### Args:

* **hypothesis**: A SparseTensor containing hypothesis sequences.
* **truth**: A SparseTensor containing truth sequences.
* **normalize**: A bool. If True, normalizes the Levenshtein distance by length of truth.
* **name**: A name for the operation (optional).

#### Returns:

A dense Tensor with rank R - 1, where R is the rank of the SparseTensor inputs hypothesis and truth.

#### Raises:

* **TypeError**: If either hypothesis or truth are not a SparseTensor.

# tf.einsum

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/einsum#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/einsum#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/einsum#used_in_the_tutorials)

A generalized contraction between tensors of arbitrary dimension.

### Aliases:

* tf.compat.v1.einsum
* tf.compat.v1.linalg.einsum
* tf.compat.v2.einsum
* tf.compat.v2.linalg.einsum
* tf.einsum
* tf.linalg.einsum

tf.einsum(  
    equation,  
    \*inputs,  
    \*\*kwargs  
)

Defined in [python/ops/special\_math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/special_math_ops.py).

### Used in the tutorials:

* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)

This function returns a tensor whose elements are defined by equation, which is written in a shorthand form inspired by the Einstein summation convention. As an example, consider multiplying two matrices A and B to form a matrix C. The elements of C are given by:

  C[i,k] = sum\_j A[i,j] \* B[j,k]

The corresponding equation is:

  ij,jk->ik

In general, the equation is obtained from the more familiar element-wise equation by 1. removing variable names, brackets, and commas, 2. replacing "\*" with ",", 3. dropping summation signs, and 4. moving the output to the right, and replacing "=" with "->".

Many common operations can be expressed in this way. For example:

# Matrix multiplication  
>>> einsum('ij,jk->ik', m0, m1)  # output[i,k] = sum\_j m0[i,j] \* m1[j, k]  
  
# Dot product  
>>> einsum('i,i->', u, v)  # output = sum\_i u[i]\*v[i]  
  
# Outer product  
>>> einsum('i,j->ij', u, v)  # output[i,j] = u[i]\*v[j]  
  
# Transpose  
>>> einsum('ij->ji', m)  # output[j,i] = m[i,j]  
  
# Trace  
>>> einsum('ii', m)  # output[j,i] = trace(m) = sum\_i m[i, i]  
  
# Batch matrix multiplication  
>>> einsum('aij,ajk->aik', s, t)  # out[a,i,k] = sum\_j s[a,i,j] \* t[a, j, k]

To enable and control broadcasting, use an ellipsis. For example, to do batch matrix multiplication, you could use:

>>> einsum('...ij,...jk->...ik', u, v)

This function behaves like numpy.einsum, but does not support:

* Subscripts where an axis appears more than once for a single input (e.g. ijj,k->ik) unless it is a trace (e.g. ijji).

#### Args:

* **equation**: a str describing the contraction, in the same format as numpy.einsum.
* **\*inputs**: the inputs to contract (each one a Tensor), whose shapes should be consistent with equation.
* **name**: A name for the operation (optional).

#### Returns:

The contracted Tensor, with shape determined by equation.

#### Raises:

* **ValueError**: If
  + the format of equation is incorrect,
  + the number of inputs implied by equation does not match len(inputs),
  + an axis appears in the output subscripts but not in any of the inputs,
  + the number of dimensions of an input differs from the number of indices in its subscript, or
  + the input shapes are inconsistent along a particular axis.

# tf.ensure\_shape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ensure_shape#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ensure_shape#aliases)

Updates the shape of a tensor and checks at runtime that the shape holds.

### Aliases:

* tf.compat.v1.ensure\_shape
* tf.compat.v2.ensure\_shape
* tf.ensure\_shape

tf.ensure\_shape(  
    x,  
    shape,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

#### For example:

x = tf.compat.v1.placeholder(tf.int32)  
print(x.shape)  
==> TensorShape(None)  
y = x \* 2  
print(y.shape)  
==> TensorShape(None)  
  
y = tf.ensure\_shape(y, (None, 3, 3))  
print(y.shape)  
==> TensorShape([Dimension(None), Dimension(3), Dimension(3)])  
  
with tf.compat.v1.Session() as sess:  
  # Raises tf.errors.InvalidArgumentError, because the shape (3,) is not  
  # compatible with the shape (None, 3, 3)  
  sess.run(y, feed\_dict={x: [1, 2, 3]})

NOTE: This differs from Tensor.set\_shape in that it sets the static shape of the resulting tensor and enforces it at runtime, raising an error if the tensor's runtime shape is incompatible with the specified shape. Tensor.set\_shape sets the static shape of the tensor without enforcing it at runtime, which may result in inconsistencies between the statically-known shape of tensors and the runtime value of tensors.

#### Args:

* **x**: A Tensor.
* **shape**: A TensorShape representing the shape of this tensor, a TensorShapeProto, a list, a tuple, or None.
* **name**: A name for this operation (optional). Defaults to "EnsureShape".

#### Returns:

A Tensor. Has the same type and contents as x. At runtime, raises a[tf.errors.InvalidArgumentError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/errors/InvalidArgumentError) if shape is incompatible with the shape of x.

# tf.executing\_eagerly

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly#used_in_the_tutorials)

Returns True if the current thread has eager execution enabled.

### Aliases:

* tf.compat.v1.executing\_eagerly
* tf.compat.v2.executing\_eagerly
* tf.executing\_eagerly

tf.executing\_eagerly()

Defined in [python/eager/context.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/eager/context.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)

### Used in the tutorials:

* [Custom training: walkthrough](https://www.tensorflow.org/beta/tutorials/eager/custom_training_walkthrough)
* [Text classification of movie reviews with Keras and TensorFlow Hub](https://www.tensorflow.org/beta/tutorials/keras/basic_text_classification_with_tfhub)

Eager execution is typically enabled via [tf.compat.v1.enable\_eager\_execution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_eager_execution), but may also be enabled within the context of a Python function via tf.contrib.eager.py\_func.

# tf.expand\_dims

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/expand_dims#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/expand_dims#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/expand_dims#used_in_the_tutorials)

Inserts a dimension of 1 into a tensor's shape.

### Aliases:

* tf.compat.v2.expand\_dims
* tf.expand\_dims

tf.expand\_dims(  
    input,  
    axis,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)
* [Text classification with an RNN](https://www.tensorflow.org/beta/tutorials/text/text_classification_rnn)
* [Text generation with an RNN](https://www.tensorflow.org/beta/tutorials/text/text_generation)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)

Given a tensor input, this operation inserts a dimension of 1 at the dimension index axis of input's shape. The dimension index axis starts at zero; if you specify a negative number for axisit is counted backward from the end.

This operation is useful if you want to add a batch dimension to a single element. For example, if you have a single image of shape [height, width, channels], you can make it a batch of 1 image with expand\_dims(image, 0), which will make the shape [1, height, width, channels].

#### Other examples:

# 't' is a tensor of shape [2]  
tf.shape(tf.expand\_dims(t, 0))  # [1, 2]  
tf.shape(tf.expand\_dims(t, 1))  # [2, 1]  
tf.shape(tf.expand\_dims(t, -1))  # [2, 1]  
  
# 't2' is a tensor of shape [2, 3, 5]  
tf.shape(tf.expand\_dims(t2, 0))  # [1, 2, 3, 5]  
tf.shape(tf.expand\_dims(t2, 2))  # [2, 3, 1, 5]  
tf.shape(tf.expand\_dims(t2, 3))  # [2, 3, 5, 1]

This operation requires that:

-1-input.dims() <= dim <= input.dims()

This operation is related to squeeze(), which removes dimensions of size 1.

#### Args:

* **input**: A Tensor.
* **axis**: 0-D (scalar). Specifies the dimension index at which to expand the shape of input. Must be in the range [-rank(input) - 1, rank(input)].
* **name**: The name of the output Tensor (optional).

#### Returns:

A Tensor with the same data as input, but its shape has an additional dimension of size 1 added.

# tf.extract\_volume\_patches

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/extract_volume_patches#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/extract_volume_patches#aliases)

Extract patches from input and put them in the "depth" output dimension. 3D extension of extract\_image\_patches.

### Aliases:

* tf.compat.v1.extract\_volume\_patches
* tf.compat.v2.extract\_volume\_patches
* tf.extract\_volume\_patches

tf.extract\_volume\_patches(  
    input,  
    ksizes,  
    strides,  
    padding,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

#### Args:

* **input**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64. 5-D Tensor with shape [batch, in\_planes, in\_rows, in\_cols, depth].
* **ksizes**: A list of ints that has length >= 5. The size of the sliding window for each dimension of input.
* **strides**: A list of ints that has length >= 5. 1-D of length 5. How far the centers of two consecutive patches are in input. Must be: [1, stride\_planes, stride\_rows, stride\_cols, 1].
* **padding**: A string from: "SAME", "VALID". The type of padding algorithm to use.

We specify the size-related attributes as:

      ksizes = [1, ksize\_planes, ksize\_rows, ksize\_cols, 1]  
      strides = [1, stride\_planes, strides\_rows, strides\_cols, 1]

* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.eye

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/eye#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/eye#aliases)

Construct an identity matrix, or a batch of matrices.

### Aliases:

* tf.compat.v1.eye
* tf.compat.v1.linalg.eye
* tf.compat.v2.eye
* tf.compat.v2.linalg.eye
* tf.eye
* tf.linalg.eye

tf.eye(  
    num\_rows,  
    num\_columns=None,  
    batch\_shape=None,  
    dtype=tf.dtypes.float32,  
    name=None  
)

Defined in [python/ops/linalg\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/linalg_ops.py).

# Construct one identity matrix.  
tf.eye(2)  
==> [[1., 0.],  
     [0., 1.]]  
  
# Construct a batch of 3 identity matricies, each 2 x 2.  
# batch\_identity[i, :, :] is a 2 x 2 identity matrix, i = 0, 1, 2.  
batch\_identity = tf.eye(2, batch\_shape=[3])  
  
# Construct one 2 x 3 "identity" matrix  
tf.eye(2, num\_columns=3)  
==> [[ 1.,  0.,  0.],  
     [ 0.,  1.,  0.]]

#### Args:

* **num\_rows**: Non-negative int32 scalar Tensor giving the number of rows in each batch matrix.
* **num\_columns**: Optional non-negative int32 scalar Tensor giving the number of columns in each batch matrix. Defaults to num\_rows.
* **batch\_shape**: A list or tuple of Python integers or a 1-D int32 Tensor. If provided, the returned Tensor will have leading batch dimensions of this shape.
* **dtype**: The type of an element in the resulting Tensor
* **name**: A name for this Op. Defaults to "eye".

#### Returns:

A Tensor of shape batch\_shape + [num\_rows, num\_columns]

# tf.fill

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill#used_in_the_tutorials)

Creates a tensor filled with a scalar value.

### Aliases:

* tf.compat.v1.fill
* tf.compat.v2.fill
* tf.fill

tf.fill(  
    dims,  
    value,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

### Used in the guide:

* [Ragged Tensors](https://www.tensorflow.org/beta/guide/ragged_tensors)

### Used in the tutorials:

* [Unicode strings](https://www.tensorflow.org/beta/tutorials/text/unicode)

This operation creates a tensor of shape dims and fills it with value.

#### For example:

# Output tensor has shape [2, 3].  
fill([2, 3], 9) ==> [[9, 9, 9]  
                     [9, 9, 9]]

[tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) differs from [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) in a few ways:

* [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) only supports scalar contents, whereas [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) supports Tensor values.
* [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) creates an Op in the computation graph that constructs the actual Tensor value at runtime. This is in contrast to [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) which embeds the entire Tensor into the graph with a Const node.
* Because [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) evaluates at graph runtime, it supports dynamic shapes based on other runtime Tensors, unlike [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant).

#### Args:

* **dims**: A Tensor. Must be one of the following types: int32, int64. 1-D. Represents the shape of the output tensor.
* **value**: A Tensor. 0-D (scalar). Value to fill the returned tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as value.

#### Numpy Compatibility

Equivalent to np.full

# tf.fingerprint

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fingerprint#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fingerprint#aliases)

Generates fingerprint values.

### Aliases:

* tf.compat.v1.fingerprint
* tf.compat.v2.fingerprint
* tf.fingerprint

tf.fingerprint(  
    data,  
    method='farmhash64',  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Generates fingerprint values of data.

Fingerprint op considers the first dimension of data as the batch dimension, and output[i]contains the fingerprint value generated from contents in data[i, ...] for all i.

Fingerprint op writes fingerprint values as byte arrays. For example, the default method farmhash64generates a 64-bit fingerprint value at a time. This 8-byte value is written out as an [tf.uint8](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#uint8) array of size 8, in little-endian order.

For example, suppose that data has data type [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32) and shape (2, 3, 4), and that the fingerprint method is farmhash64. In this case, the output shape is (2, 8), where 2 is the batch dimension size of data, and 8 is the size of each fingerprint value in bytes. output[0, :] is generated from 12 integers in data[0, :, :] and similarly output[1, :] is generated from other 12 integers in data[1, :, :].

Note that this op fingerprints the raw underlying buffer, and it does not fingerprint Tensor's metadata such as data type and/or shape. For example, the fingerprint values are invariant under reshapes and bitcasts as long as the batch dimension remain the same:

tf.fingerprint(data) == tf.fingerprint(tf.reshape(data, ...))  
tf.fingerprint(data) == tf.fingerprint(tf.bitcast(data, ...))

For string data, one should expect tf.fingerprint(data) != tf.fingerprint(tf.string.reduce\_join(data)) in general.

#### Args:

* **data**: A Tensor. Must have rank 1 or higher.
* **method**: A Tensor of type [tf.string](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#string). Fingerprint method used by this op. Currently available method is farmhash64.
* **name**: A name for the operation (optional).

#### Returns:

A two-dimensional Tensor of type [tf.uint8](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#uint8). The first dimension equals to data's first dimension, and the second dimension size depends on the fingerprint algorithm.

# tf.foldl

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldl#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldl#aliases)

foldl on the list of tensors unpacked from elems on dimension 0.

### Aliases:

* tf.compat.v1.foldl
* tf.compat.v2.foldl
* tf.foldl

tf.foldl(  
    fn,  
    elems,  
    initializer=None,  
    parallel\_iterations=10,  
    back\_prop=True,  
    swap\_memory=False,  
    name=None  
)

Defined in [python/ops/functional\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/functional_ops.py).

This foldl operator repeatedly applies the callable fn to a sequence of elements from first to last. The elements are made of the tensors unpacked from elems on dimension 0. The callable fn takes two tensors as arguments. The first argument is the accumulated value computed from the preceding invocation of fn. If initializer is None, elems must contain at least one element, and its first element is used as the initializer.

Suppose that elems is unpacked into values, a list of tensors. The shape of the result tensor is fn(initializer, values[0]).shape`.

This method also allows multi-arity elems and output of fn. If elems is a (possibly nested) list or tuple of tensors, then each of these tensors must have a matching first (unpack) dimension. The signature of fn may match the structure of elems. That is, if elems is (t1, [t2, t3, [t4, t5]]), then an appropriate signature for fn is: fn = lambda (t1, [t2, t3, [t4, t5]]):.

#### Args:

* **fn**: The callable to be performed.
* **elems**: A tensor or (possibly nested) sequence of tensors, each of which will be unpacked along their first dimension. The nested sequence of the resulting slices will be the first argument to fn.
* **initializer**: (optional) A tensor or (possibly nested) sequence of tensors, as the initial value for the accumulator.
* **parallel\_iterations**: (optional) The number of iterations allowed to run in parallel.
* **back\_prop**: (optional) True enables support for back propagation.
* **swap\_memory**: (optional) True enables GPU-CPU memory swapping.
* **name**: (optional) Name prefix for the returned tensors.

#### Returns:

A tensor or (possibly nested) sequence of tensors, resulting from applying fn consecutively to the list of tensors unpacked from elems, from first to last.

#### Raises:

* **TypeError**: if fn is not callable.

#### Example:

elems = tf.constant([1, 2, 3, 4, 5, 6])  
sum = foldl(lambda a, x: a + x, elems)  
# sum == 21

# tf.foldr

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldr#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldr#aliases)

foldr on the list of tensors unpacked from elems on dimension 0.

### Aliases:

* tf.compat.v1.foldr
* tf.compat.v2.foldr
* tf.foldr

tf.foldr(  
    fn,  
    elems,  
    initializer=None,  
    parallel\_iterations=10,  
    back\_prop=True,  
    swap\_memory=False,  
    name=None  
)

Defined in [python/ops/functional\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/functional_ops.py).

This foldr operator repeatedly applies the callable fn to a sequence of elements from last to first. The elements are made of the tensors unpacked from elems. The callable fn takes two tensors as arguments. The first argument is the accumulated value computed from the preceding invocation of fn. If initializer is None, elems must contain at least one element, and its first element is used as the initializer.

Suppose that elems is unpacked into values, a list of tensors. The shape of the result tensor is fn(initializer, values[0]).shape.

This method also allows multi-arity elems and output of fn. If elems is a (possibly nested) list or tuple of tensors, then each of these tensors must have a matching first (unpack) dimension. The signature of fn may match the structure of elems. That is, if elems is (t1, [t2, t3, [t4, t5]]), then an appropriate signature for fn is: fn = lambda (t1, [t2, t3, [t4, t5]]):.

#### Args:

* **fn**: The callable to be performed.
* **elems**: A tensor or (possibly nested) sequence of tensors, each of which will be unpacked along their first dimension. The nested sequence of the resulting slices will be the first argument to fn.
* **initializer**: (optional) A tensor or (possibly nested) sequence of tensors, as the initial value for the accumulator.
* **parallel\_iterations**: (optional) The number of iterations allowed to run in parallel.
* **back\_prop**: (optional) True enables support for back propagation.
* **swap\_memory**: (optional) True enables GPU-CPU memory swapping.
* **name**: (optional) Name prefix for the returned tensors.

#### Returns:

A tensor or (possibly nested) sequence of tensors, resulting from applying fn consecutively to the list of tensors unpacked from elems, from last to first.

#### Raises:

* **TypeError**: if fn is not callable.

#### Example:

elems = [1, 2, 3, 4, 5, 6]  
sum = foldr(lambda a, x: a + x, elems)  
# sum == 21

# tf.function

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function#used_in_the_tutorials)

Creates a callable TensorFlow graph from a Python function.

### Aliases:

* tf.compat.v1.function
* tf.compat.v2.function
* tf.function

tf.function(  
    func=None,  
    input\_signature=None,  
    autograph=True,  
    experimental\_autograph\_options=None,  
    experimental\_relax\_shapes=False  
)

Defined in [python/eager/def\_function.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/eager/def_function.py).

### Used in the guide:

* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)

### Used in the tutorials:

* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

function constructs a callable that executes a TensorFlow graph ([tf.Graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph)) created by tracing the TensorFlow operations in func. This allows the TensorFlow runtime to apply optimizations and exploit parallelism in the computation defined by func.

Example Usage

def f(x, y):  
  return tf.reduce\_mean(tf.multiply(x \*\* 2, 3) + y)  
  
g = tf.function(f)  
  
x = tf.constant([[2.0, 3.0]])  
y = tf.constant([[3.0, -2.0]])  
  
# `f` and `g` will return the same value, but `g` will be executed as a  
# TensorFlow graph.  
assert f(x, y).numpy() == g(x, y).numpy()  
  
# Tensors and tf.Variables used by the Python function are captured in the  
# graph.  
@tf.function  
def h():  
  return f(x, y)  
  
assert (h().numpy() == f(x, y).numpy()).all()  
  
# Data-dependent control flow is also captured in the graph. Supported  
# control flow statements include `if`, `for`, `while`, `break`, `continue`,  
# `return`.  
@tf.function  
def g(x):  
  if tf.reduce\_sum(x) > 0:  
    return x \* x  
  else:  
    return -x // 2  
  
# print and TensorFlow side effects are supported, but exercise caution when  
# using Python side effects like mutating objects, saving to files, etc.  
l = []  
  
@tf.function  
def g(x):  
  for i in x:  
    print(i)                              # Works  
    tf.compat.v1.assign(v, i)                       # Works  
    tf.compat.v1.py\_func(lambda i: l.append(i))(i)  # Works  
    l.append(i)                           # Caution! Doesn't work.

Note that unlike other TensorFlow operations, we don't convert python numerical inputs to tensors. Moreover, a new graph is generated for each distinct python numerical value, for example calling g(2)and g(3) will generate two new graphs (while only one is generated if you call g(tf.constant(2))and g(tf.constant(3))). Therefore, python numerical inputs should be restricted to arguments that will have few distinct values, such as hyperparameters like the number of layers in a neural network. This allows TensorFlow to optimize each variant of the neural network.

Referencing [*tf.Variable*](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)s

The Python function func may reference stateful objects (such as [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)). These are captured as implicit inputs to the callable returned by function. For example:

c = tf.Variable(0)  
  
@tf.function  
def f(x):  
  c.assign\_add(1)  
  return x + tf.compat.v1.to\_float(c)  
  
assert int(c) == 0  
assert f(1.0) == 2.0  
assert int(c) == 1  
assert f(1.0) == 3.0  
assert int(c) == 2

function can be applied to methods of an object. For example:

class Dense(object):  
  def \_\_init\_\_(self):  
    self.W = tf.Variable(tf.compat.v1.glorot\_uniform\_initializer()((10, 10)))  
    self.b = tf.Variable(tf.zeros(10))  
  
  @tf.function  
  def compute(self, x):  
    return tf.matmul(x, self.W) + self.b  
  
d1 = Dense()  
d2 = Dense()  
x = tf.random.uniform((10, 10))  
# d1 and d2 are using distinct variables  
assert not (d1.compute(x).numpy() == d2.compute(x).numpy()).all()

Usage with [*tf.keras*](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras)

The call methods of a [tf.keras.Model](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/Model) subclass can be decorated with function in order to apply graph execution optimizations on it. For example:

class MyModel(tf.keras.Model):  
  def \_\_init\_\_(self, keep\_probability=0.2):  
    super(MyModel, self).\_\_init\_\_()  
    self.dense1 = tf.keras.layers.Dense(4)  
    self.dense2 = tf.keras.layers.Dense(5)  
    self.keep\_probability = keep\_probability  
  
  @tf.function  
  def call(self, inputs, training=True):  
    y = self.dense2(self.dense1(inputs))  
    if training:  
      return tf.nn.dropout(y, self.keep\_probability)  
    else:  
      return y  
  
model = MyModel()  
model(x, training=True)  # executes a graph, with dropout  
model(x, training=False) # executes a graph, without dropout

Input Signatures

function instantiates a separate graph for every unique set of input shapes and datatypes. For example, the following code snippet will result in three distinct graphs being traced, as each input has a different shape.

@tf.function  
def f(x): return tf.add(x, 1.)  
  
scalar = tf.constant(1.0)  
vector = tf.constant([1.0, 1.0])  
matrix = tf.constant([[3.0]])  
  
f(scalar)  
f(vector)  
f(matrix)

An "input signature" can be optionally provided to function to control the graphs traced. The input signature specifies the shape and type of each Tensor argument to the function using a [tf.TensorSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec) object. For example, the following code snippet ensures that a single graph is created where the input Tensor is required to be a floating point tensor with no restrictions on shape.

@tf.function(input\_signature=[tf.TensorSpec(shape=None, dtype=tf.float32)])  
def f(x): return tf.add(x, 1.)

When an input\_signature is specified, the callable will convert the inputs to the specified TensorSpecs.

Tracing and staging

When autograph is True, all Python control flow that depends on Tensor values is staged into a TensorFlow graph. When autograph is False, the function is traced and control flow is not allowed to depend on data.

Note that function only stages TensorFlow operations, all Python code that func executes and does not depend on data will shape the construction of the graph. For example, consider the following:

import numpy as np  
  
def add\_noise():  
  return tf.eye(5) + np.random.randn(5, 5)  
  
traced = tf.function(add\_noise)

add\_noise() will return a different output every time it is invoked. However, traced() will return the same value every time it is called, since a particular random value generated by the np.random.randncall will be inserted in the traced/staged TensorFlow graph as a constant. In this particular example, replacing np.random.randn(5, 5) with tf.random.normal((5, 5)) will result in the same behavior for add\_noise() and traced().

Python Side-Effects

A corollary of the previous discussion on tracing is the following: If a Python function func has Python side-effects, then executing func multiple times may not be semantically equivalent to executing F = tf.function(func) multiple times; this difference is due to the fact that functiononly captures the subgraph of TensorFlow operations that is constructed when func is invoked to trace a graph.

The same is true if code with Python side effects is used inside control flow, such as a loop. If your code uses side effects that are not intended to control graph construction, wrap them inside [tf.compat.v1.py\_func](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/py_func).

Retracing

A single tf.function object might need to map to multiple computation graphs under the hood. This should be visible only as performance (tracing graphs has a nonzero computational and memory cost) but should not affect the correctness of the program. A traced function should return the same result as it would when run eagerly, assuming no unintended Python side-effects.

Calling a [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) with tensor arguments of different dtypes should lead to at least one computational graph per distinct set of dtypes. Alternatively, always calling a [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) with tensor arguments of the same shapes and dtypes and the same non-tensor arguments should not lead to additional retracings of your function.

Other than that, TensorFlow reserves the right to retrace functions as many times as needed, to ensure that traced functions behave as they would when run eagerly and to provide the best end-to-end performance. For example, the behavior of how many traces TensorFlow will do when the function is repeatedly called with different python scalars as arguments is left undefined to allow for future optimizations.

To control the tracing behavior, use the following tools: - different [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) objects are guaranteed to not share traces; and - specifying a signature or using concrete function objects returned from get\_concrete\_function() guarantees that only one function graph will be built.

#### Args:

* **func**: function to be compiled. If func is None, returns a decorator that can be invoked with a single argument - func. The end result is equivalent to providing all the arguments up front. In other words, tf.function(input\_signature=...)(func) is equivalent totf.function(func, input\_signature=...). The former can be used to decorate Python functions, for example: @tf.function(input\_signature=...) def foo(...): ...
* **input\_signature**: A possibly nested sequence of [tf.TensorSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec) objects specifying the shapes and dtypes of the Tensors that will be supplied to this function. If None, a separate function is instantiated for each inferred input signature. If input\_signature is specified, every input to func must be a Tensor, and func cannot accept \*\*kwargs.
* **autograph**: Whether autograph should be applied on func before tracing a graph. This allows for dynamic control flow (Python if's, loops etc.) in the traced graph. See https://www.tensorflow.org/guide/autograph for more information.
* **experimental\_autograph\_options**: Experimental knobs (in the form of a tuple of tensorflow.autograph.Feature values) to control behavior when autograph=True.
* **experimental\_relax\_shapes**: When true, argument shapes may be relaxed to avoid unecessary retracing.

#### Returns:

If func is not None, returns a callable that will execute the compiled function (and return zero or more [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects). If func is None, returns a decorator that, when invoked with a single funcargument, returns a callable equivalent to the case above.

#### Raises:

* **TypeError**: If input\_signature is neither None nor a sequence of TensorSpec objects.

# tf.gather

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather#aliases)

Gather slices from params axis axis according to indices.

### Aliases:

* tf.compat.v2.gather
* tf.gather

tf.gather(  
    params,  
    indices,  
    validate\_indices=None,  
    axis=None,  
    batch\_dims=0,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

indices must be an integer tensor of any dimension (usually 0-D or 1-D). Produces an output tensor with shape params.shape[:axis] + indices.shape + params.shape[axis + 1:] where:

    # Scalar indices (output is rank(params) - 1).  
    output[a\_0, ..., a\_n, b\_0, ..., b\_n] =  
      params[a\_0, ..., a\_n, indices, b\_0, ..., b\_n]  
  
    # Vector indices (output is rank(params)).  
    output[a\_0, ..., a\_n, i, b\_0, ..., b\_n] =  
      params[a\_0, ..., a\_n, indices[i], b\_0, ..., b\_n]  
  
    # Higher rank indices (output is rank(params) + rank(indices) - 1).  
    output[a\_0, ..., a\_n, i, ..., j, b\_0, ... b\_n] =  
      params[a\_0, ..., a\_n, indices[i, ..., j], b\_0, ..., b\_n]
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Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, a 0 is stored in the corresponding output value.

See also tf.batch\_gather and [tf.gather\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd).

#### Args:

* **params**: A Tensor. The tensor from which to gather values. Must be at least rank axis + 1.
* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor. Must be in range [0, params.shape[axis]).
* **axis**: A Tensor. Must be one of the following types: int32, int64. The axis in params to gather indices from. Defaults to the first dimension. Supports negative indexes.
* **batch\_dims**: An optional int. Defaults to 0.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as params.

# tf.gather\_nd

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd#aliases)

Gather slices from params into a Tensor with shape specified by indices.

### Aliases:

* tf.compat.v2.gather\_nd
* tf.gather\_nd

tf.gather\_nd(  
    params,  
    indices,  
    batch\_dims=0,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

indices is an K-dimensional integer tensor, best thought of as a (K-1)-dimensional tensor of indices into params, where each element defines a slice of params:

output[\\(i\_0, ..., i\_{K-2}\\)] = params[indices[\\(i\_0, ..., i\_{K-2}\\)]]

Whereas in [tf.gather](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather) indices defines slices into the first dimension of params, in [tf.gather\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd), indices defines slices into the first N dimensions of params, where N = indices.shape[-1].

The last dimension of indices can be at most the rank of params:

indices.shape[-1] <= params.rank

The last dimension of indices corresponds to elements (if indices.shape[-1] == params.rank) or slices (if indices.shape[-1] < params.rank) along dimension indices.shape[-1] of params. The output tensor has shape

indices.shape[:-1] + params.shape[indices.shape[-1]:]

Additionally both 'params' and 'indices' can have M leading batch dimensions that exactly match. In this case 'batch\_dims' must be M.

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, a 0 is stored in the corresponding output value.

Some examples below.

Simple indexing into a matrix:

    indices = [[0, 0], [1, 1]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = ['a', 'd']

Slice indexing into a matrix:

    indices = [[1], [0]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [['c', 'd'], ['a', 'b']]

Indexing into a 3-tensor:

    indices = [[1]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['a1', 'b1'], ['c1', 'd1']]]  
  
  
    indices = [[0, 1], [1, 0]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0', 'd0'], ['a1', 'b1']]  
  
  
    indices = [[0, 0, 1], [1, 0, 1]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = ['b0', 'b1']

The examples below are for the case when only indices have leading extra dimensions. If both 'params' and 'indices' have leading batch dimensions, use the 'batch\_dims' parameter to run gather\_nd in batch mode.

Batched indexing into a matrix:

    indices = [[[0, 0]], [[0, 1]]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [['a'], ['b']]

Batched slice indexing into a matrix:

    indices = [[[1]], [[0]]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [[['c', 'd']], [['a', 'b']]]

Batched indexing into a 3-tensor:

    indices = [[[1]], [[0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[[['a1', 'b1'], ['c1', 'd1']]],  
              [[['a0', 'b0'], ['c0', 'd0']]]]  
  
    indices = [[[0, 1], [1, 0]], [[0, 0], [1, 1]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['c0', 'd0'], ['a1', 'b1']],  
              [['a0', 'b0'], ['c1', 'd1']]]  
  
  
    indices = [[[0, 0, 1], [1, 0, 1]], [[0, 1, 1], [1, 1, 0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['b0', 'b1'], ['d0', 'c1']]

Examples with batched 'params' and 'indices':

    batch\_dims = 1  
    indices = [[1], [0]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0', 'd0'], ['a1', 'b1']]  
  
    batch\_dims = 1  
    indices = [[[1]], [[0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['c0', 'd0']], [['a1', 'b1']]]  
  
    batch\_dims = 1  
    indices = [[[1, 0]], [[0, 1]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0'], ['b1']]

See also [tf.gather](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather).

#### Args:

* **params**: A Tensor. The tensor from which to gather values.
* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.
* **name**: A name for the operation (optional).
* **batch\_dims**: An integer or a scalar 'Tensor'. The number of batch dimensions.

#### Returns:

A Tensor. Has the same type as params.

# tf.get\_logger

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_logger#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_logger#aliases)

Return TF logger instance.

### Aliases:

* tf.compat.v1.get\_logger
* tf.compat.v2.get\_logger
* tf.get\_logger

tf.get\_logger()

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

# tf.get\_static\_value

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_static_value#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_static_value#aliases)

Returns the constant value of the given tensor, if efficiently calculable.

### Aliases:

* tf.compat.v1.get\_static\_value
* tf.compat.v2.get\_static\_value
* tf.get\_static\_value

tf.get\_static\_value(  
    tensor,  
    partial=False  
)

Defined in [python/framework/tensor\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_util.py).

This function attempts to partially evaluate the given tensor, and returns its value as a numpy ndarray if this succeeds.

Compatibility(V1): If constant\_value(tensor) returns a non-None result, it will no longer be possible to feed a different value for tensor. This allows the result of this function to influence the graph that is constructed, and permits static shape optimizations.

#### Args:

* **tensor**: The Tensor to be evaluated.
* **partial**: If True, the returned numpy array is allowed to have partially evaluated values. Values that can't be evaluated will be None.

#### Returns:

A numpy ndarray containing the constant value of the given tensor, or None if it cannot be calculated.

#### Raises:

* **TypeError**: if tensor is not an ops.Tensor.

# tf.gradients

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gradients#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gradients#aliases)

Constructs symbolic derivatives of sum of ys w.r.t. x in xs.

### Aliases:

* tf.compat.v2.gradients
* tf.gradients

tf.gradients(  
    ys,  
    xs,  
    grad\_ys=None,  
    name='gradients',  
    gate\_gradients=False,  
    aggregation\_method=None,  
    stop\_gradients=None,  
    unconnected\_gradients=tf.UnconnectedGradients.NONE  
)

Defined in [python/ops/gradients\_impl.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/gradients_impl.py).

ys and xs are each a Tensor or a list of tensors. grad\_ys is a list of Tensor, holding the gradients received by the ys. The list must be the same length as ys.

gradients() adds ops to the graph to output the derivatives of ys with respect to xs. It returns a list of Tensor of length len(xs) where each tensor is the sum(dy/dx) for y in ys.

grad\_ys is a list of tensors of the same length as ys that holds the initial gradients for each y in ys. When grad\_ys is None, we fill in a tensor of '1's of the shape of y for each y in ys. A user can provide their own initial grad\_ys to compute the derivatives using a different initial gradient for each y (e.g., if one wanted to weight the gradient differently for each value in each y).

stop\_gradients is a Tensor or a list of tensors to be considered constant with respect to all xs. These tensors will not be backpropagated through, as though they had been explicitly disconnected using stop\_gradient. Among other things, this allows computation of partial derivatives as opposed to total derivatives. For example:

a = tf.constant(0.)  
b = 2 \* a  
g = tf.gradients(a + b, [a, b], stop\_gradients=[a, b])

Here the partial derivatives g evaluate to [1.0, 1.0], compared to the total derivatives tf.gradients(a + b, [a, b]), which take into account the influence of a on b and evaluate to [3.0, 1.0]. Note that the above is equivalent to:

a = tf.stop\_gradient(tf.constant(0.))  
b = tf.stop\_gradient(2 \* a)  
g = tf.gradients(a + b, [a, b])

stop\_gradients provides a way of stopping gradient after the graph has already been constructed, as compared to [tf.stop\_gradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient) which is used during graph construction. When the two approaches are combined, backpropagation stops at both [tf.stop\_gradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient) nodes and nodes instop\_gradients, whichever is encountered first.

All integer tensors are considered constant with respect to all xs, as if they were included in stop\_gradients.

unconnected\_gradients determines the value returned for each x in xs if it is unconnected in the graph to ys. By default this is None to safeguard against errors. Mathematically these gradients are zero which can be requested using the 'zero' option. [tf.UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients) provides the following options and behaviors:

a = tf.ones([1, 2])  
b = tf.ones([3, 1])  
g1 = tf.gradients([b], [a], unnconnected\_gradients='none')  
sess.run(g1)  # [None]  
  
g2 = tf.gradients([b], [a], unconnected\_gradients='zero')  
sess.run(g2)  # [array([[0., 0.]], dtype=float32)]

#### Args:

* **ys**: A Tensor or list of tensors to be differentiated.
* **xs**: A Tensor or list of tensors to be used for differentiation.
* **grad\_ys**: Optional. A Tensor or list of tensors the same size as ys and holding the gradients computed for each y in ys.
* **name**: Optional name to use for grouping all the gradient ops together. defaults to 'gradients'.
* **gate\_gradients**: If True, add a tuple around the gradients returned for an operations. This avoids some race conditions.
* **aggregation\_method**: Specifies the method used to combine gradient terms. Accepted values are constants defined in the class AggregationMethod.
* **stop\_gradients**: Optional. A Tensor or list of tensors not to differentiate through.
* **unconnected\_gradients**: Optional. Specifies the gradient value returned when the given input tensors are unconnected. Accepted values are constants defined in the class [tf.UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients) and the default value is none.

#### Returns:

A list of sum(dy/dx) for each x in xs.

#### Raises:

* **LookupError**: if one of the operations between x and y does not have a registered gradient function.
* **ValueError**: if the arguments are invalid.
* **RuntimeError**: if called in Eager mode.

# tf.GradientTape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape#top_of_page)
* [Class GradientTape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape#class_gradienttape)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape#used_in_the_guide)
  + [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape#used_in_the_tutorials)

## Class GradientTape

Record operations for automatic differentiation.

### Aliases:

* Class tf.GradientTape
* Class tf.compat.v1.GradientTape
* Class tf.compat.v2.GradientTape

Defined in [python/eager/backprop.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/eager/backprop.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)
* [Distributed training in TensorFlow](https://www.tensorflow.org/beta/guide/distribute_strategy)
* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)
* [Training and Evaluation with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/training_and_evaluation)
* [Training checkpoints](https://www.tensorflow.org/beta/guide/checkpoints)
* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)
* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)
* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [Automatic differentiation and gradient tape](https://www.tensorflow.org/beta/tutorials/eager/automatic_differentiation)
* [Convolutional Variational Autoencoder](https://www.tensorflow.org/beta/tutorials/generative/cvae)
* [Custom training: basics](https://www.tensorflow.org/beta/tutorials/eager/custom_training)
* [Custom training: walkthrough](https://www.tensorflow.org/beta/tutorials/eager/custom_training_walkthrough)
* [Deep Convolutional Generative Adversarial Network](https://www.tensorflow.org/beta/tutorials/generative/dcgan)
* [Get started with TensorFlow 2.0 for experts](https://www.tensorflow.org/beta/tutorials/quickstart/advanced)
* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)
* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)
* [Text generation with an RNN](https://www.tensorflow.org/beta/tutorials/text/text_generation)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [tf.distribute.Strategy with training loops](https://www.tensorflow.org/beta/tutorials/distribute/training_loops)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Operations are recorded if they are executed within this context manager and at least one of their inputs is being "watched".

Trainable variables (created by [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable) or [tf.compat.v1.get\_variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_variable), where trainable=True is default in both cases) are automatically watched. Tensors can be manually watched by invoking the watch method on this context manager.

For example, consider the function y = x \* x. The gradient at x = 3.0 can be computed as:

x = tf.constant(3.0)  
with tf.GradientTape() as g:  
  g.watch(x)  
  y = x \* x  
dy\_dx = g.gradient(y, x) # Will compute to 6.0

GradientTapes can be nested to compute higher-order derivatives. For example,

x = tf.constant(3.0)  
with tf.GradientTape() as g:  
  g.watch(x)  
  with tf.GradientTape() as gg:  
    gg.watch(x)  
    y = x \* x  
  dy\_dx = gg.gradient(y, x)     # Will compute to 6.0  
d2y\_dx2 = g.gradient(dy\_dx, x)  # Will compute to 2.0

By default, the resources held by a GradientTape are released as soon as GradientTape.gradient() method is called. To compute multiple gradients over the same computation, create a persistent gradient tape. This allows multiple calls to the gradient() method as resources are released when the tape object is garbage collected. For example:

x = tf.constant(3.0)  
with tf.GradientTape(persistent=True) as g:  
  g.watch(x)  
  y = x \* x  
  z = y \* y  
dz\_dx = g.gradient(z, x)  # 108.0 (4\*x^3 at x = 3)  
dy\_dx = g.gradient(y, x)  # 6.0  
del g  # Drop the reference to the tape

By default GradientTape will automatically watch any trainable variables that are accessed inside the context. If you want fine grained control over which variables are watched you can disable automatic tracking by passing watch\_accessed\_variables=False to the tape constructor:

with tf.GradientTape(watch\_accessed\_variables=False) as tape:  
  tape.watch(variable\_a)  
  y = variable\_a \*\* 2  # Gradients will be available for `variable\_a`.  
  z = variable\_b \*\* 3  # No gradients will be available since `variable\_b` is  
                       # not being watched.

Note that when using models you should ensure that your variables exist when using watch\_accessed\_variables=False. Otherwise it's quite easy to make your first iteration not have any gradients:

a = tf.keras.layers.Dense(32)  
b = tf.keras.layers.Dense(32)  
  
with tf.GradientTape(watch\_accessed\_variables=False) as tape:  
  tape.watch(a.variables)  # Since `a.build` has not been called at this point  
                           # `a.variables` will return an empty list and the  
                           # tape will not be watching anything.  
  result = b(a(inputs))  
  tape.gradient(result, a.variables)  # The result of this computation will be  
                                      # a list of `None`s since a's variables  
                                      # are not being watched.

Note that only tensors with real or complex dtypes are differentiable.

## \_\_init\_\_

\_\_init\_\_(  
    persistent=False,  
    watch\_accessed\_variables=True  
)

Creates a new GradientTape.

#### Args:

* **persistent**: Boolean controlling whether a persistent gradient tape is created. False by default, which means at most one call can be made to the gradient() method on this object.
* **watch\_accessed\_variables**: Boolean controlling whether the tape will automatically watchany (trainable) variables accessed while the tape is active. Defaults to True meaning gradients can be requested from any result computed in the tape derived from reading a trainable Variable. If False users must explicitly watch any Variables they want to request gradients from.

## Methods

### \_\_enter\_\_

\_\_enter\_\_()

Enters a context inside which operations are recorded on this tape.

### \_\_exit\_\_

\_\_exit\_\_(  
    typ,  
    value,  
    traceback  
)

Exits the recording context, no further operations are traced.

### batch\_jacobian

batch\_jacobian(  
    target,  
    source,  
    unconnected\_gradients=tf.UnconnectedGradients.NONE,  
    parallel\_iterations=None,  
    experimental\_use\_pfor=True  
)

Computes and stacks per-example jacobians.

See [wikipedia article](http://en.wikipedia.org/wiki/jacobian_matrix_and_determinant) for the definition of a Jacobian. This function is essentially an efficient implementation of the following:

tf.stack([self.jacobian(y[i], x[i]) for i in range(x.shape[0])]).

Note that compared to GradientTape.jacobian which computes gradient of each output value w.r.t each input value, this function is useful when target[i,...] is independent of source[j,...] for j != i. This assumption allows more efficient computation as compared toGradientTape.jacobian. The output, as well as intermediate activations, are lower dimensional and avoid a bunch of redundant zeros which would result in the jacobian computation given the independence assumption.

#### Example usage:

with tf.GradientTape() as g:  
  x = tf.constant([[1., 2.], [3., 4.]], dtype=tf.float32)  
  g.watch(x)  
  y = x \* x  
batch\_jacobian = g.batch\_jacobian(y, x)   
# batch\_jacobian is [[[2,  0], [0,  4]], [[6,  0], [0,  8]]]

#### Args:

* **target**: A tensor with rank 2 or higher and with shape [b, y1, ..., y\_n]. target[i,...] should only depend on source[i,...].
* **source**: A tensor with rank 2 or higher and with shape [b, x1, ..., x\_m].
* **unconnected\_gradients**: a value which can either hold 'none' or 'zero' and alters the value which will be returned if the target and sources are unconnected. The possible values and effects are detailed in 'UnconnectedGradients' and it defaults to 'none'.
* **parallel\_iterations**: A knob to control how many iterations are dispatched in parallel. This knob can be used to control the total memory usage.
* **experimental\_use\_pfor**: If true, uses pfor for computing the Jacobian. Else uses a tf.while\_loop.

#### Returns:

A tensor t with shape [b, y\_1, ..., y\_n, x1, ..., x\_m] where t[i, ...] is the jacobian of target[i, ...] w.r.t. source[i, ...], i.e. stacked per-example jacobians.

#### Raises:

* **RuntimeError**: If called on a non-persistent tape with eager execution enabled and without enabling experimental\_use\_pfor.
* **ValueError**: If vectorization of jacobian computation fails or if first dimension of target and source do not match.

### gradient

gradient(  
    target,  
    sources,  
    output\_gradients=None,  
    unconnected\_gradients=tf.UnconnectedGradients.NONE  
)

Computes the gradient using operations recorded in context of this tape.

#### Args:

* **target**: Tensor (or list of tensors) to be differentiated.
* **sources**: a list or nested structure of Tensors or Variables. target will be differentiated against elements in sources.
* **output\_gradients**: a list of gradients, one for each element of target. Defaults to None.
* **unconnected\_gradients**: a value which can either hold 'none' or 'zero' and alters the value which will be returned if the target and sources are unconnected. The possible values and effects are detailed in 'UnconnectedGradients' and it defaults to 'none'.

#### Returns:

a list or nested structure of Tensors (or IndexedSlices, or None), one for each element in sources. Returned structure is the same as the structure of sources.

#### Raises:

* **RuntimeError**: if called inside the context of the tape, or if called more than once on a non-persistent tape.
* **ValueError**: if the target is a variable or if unconnected gradients is called with an unknown value.

### jacobian

jacobian(  
    target,  
    sources,  
    unconnected\_gradients=tf.UnconnectedGradients.NONE,  
    parallel\_iterations=None,  
    experimental\_use\_pfor=True  
)

Computes the jacobian using operations recorded in context of this tape.

See [wikipedia article](http://en.wikipedia.org/wiki/jacobian_matrix_and_determinant) for the definition of a Jacobian.

#### Example usage:

with tf.GradientTape() as g:  
  x  = tf.constant([1.0, 2.0])  
  g.watch(x)  
  y = x \* x  
jacobian = g.jacobian(y, x)  
# jacobian value is [[2., 0.], [0., 4.]]

#### Args:

* **target**: Tensor to be differentiated.
* **sources**: a list or nested structure of Tensors or Variables. target will be differentiated against elements in sources.
* **unconnected\_gradients**: a value which can either hold 'none' or 'zero' and alters the value which will be returned if the target and sources are unconnected. The possible values and effects are detailed in 'UnconnectedGradients' and it defaults to 'none'.
* **parallel\_iterations**: A knob to control how many iterations are dispatched in parallel. This knob can be used to control the total memory usage.
* **experimental\_use\_pfor**: If true, vectorizes the jacobian computation. Else falls back to a sequential while\_loop. Vectorization can sometimes fail or lead to excessive memory usage. This option can be used to disable vectorization in such cases.

#### Returns:

a list or nested structure of Tensors (or IndexedSlices, or None), one for each element in sources. Returned structure is the same as the structure of sources.

#### Raises:

* **RuntimeError**: If called on a non-persistent tape with eager execution enabled and without enabling experimental\_use\_pfor.
* **ValueError**: If vectorization of jacobian computation fails.

### reset

reset()

Clears all information stored in this tape.

Equivalent to exiting and reentering the tape context manager with a new tape. For example, the two following code blocks are equivalent:

with tf.GradientTape() as t:  
  loss = loss\_fn()  
with tf.GradientTape() as t:  
  loss += other\_loss\_fn()  
t.gradient(loss, ...)  # Only differentiates other\_loss\_fn, not loss\_fn  
  
  
# The following is equivalent to the above  
with tf.GradientTape() as t:  
  loss = loss\_fn()  
  t.reset()  
  loss += other\_loss\_fn()  
t.gradient(loss, ...)  # Only differentiates other\_loss\_fn, not loss\_fn

This is useful if you don't want to exit the context manager for the tape, or can't because the desired reset point is inside a control flow construct:

with tf.GradientTape() as t:  
  loss = ...  
  if loss > k:  
    t.reset()

### stop\_recording

stop\_recording()

Temporarily stops recording operations on this tape.

Operations executed while this context manager is active will not be recorded on the tape. This is useful for reducing the memory used by tracing all computations.

#### For example:

  with tf.GradientTape(persistent=True) as t:  
    loss = compute\_loss(model)  
    with t.stop\_recording():  
      # The gradient computation below is not traced, saving memory.  
      grads = t.gradient(loss, model.variables)

#### Yields:

None

#### Raises:

* **RuntimeError**: if the tape is not currently recording.

### watch

watch(tensor)

Ensures that tensor is being traced by this tape.

#### Args:

* **tensor**: a Tensor or list of Tensors.

### watched\_variables

watched\_variables()

Returns variables watched by this tape in order of construction.
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## Class Graph

A TensorFlow computation, represented as a dataflow graph.

### Aliases:

* Class tf.Graph
* Class tf.compat.v1.Graph
* Class tf.compat.v2.Graph

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

A Graph contains a set of [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation) objects, which represent units of computation; and[tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects, which represent the units of data that flow between operations.

A default Graph is always registered, and accessible by calling [tf.compat.v1.get\_default\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_graph). To add an operation to the default graph, simply call one of the functions that defines a new Operation:

c = tf.constant(4.0)  
assert c.graph is tf.compat.v1.get\_default\_graph()

Another typical usage involves the [tf.Graph.as\_default](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#as_default) context manager, which overrides the current default graph for the lifetime of the context:

g = tf.Graph()  
with g.as\_default():  
  # Define operations and tensors in `g`.  
  c = tf.constant(30.0)  
  assert c.graph is g

Important note: This class is not thread-safe for graph construction. All operations should be created from a single thread, or external synchronization must be provided. Unless otherwise specified, all methods are not thread-safe.

A Graph instance supports an arbitrary number of "collections" that are identified by name. For convenience when building a large graph, collections can store groups of related objects: for example, the [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable) uses a collection (named tf.GraphKeys.GLOBAL\_VARIABLES) for all variables that are created during the construction of a graph. The caller may define additional collections by specifying a new name.

## \_\_init\_\_

\_\_init\_\_()

Creates a new, empty Graph.

## Properties

### building\_function

Returns True iff this graph represents a function.

### collections

Returns the names of the collections known to this graph.

### finalized

True if this graph has been finalized.

### graph\_def\_versions

The GraphDef version information of this graph.

For details on the meaning of each version, see [GraphDef](https://www.tensorflow.org/code/tensorflow/core/framework/graph.proto).

#### Returns:

A VersionDef.

### seed

The graph-level random seed of this graph.

### version

Returns a version number that increases as ops are added to the graph.

Note that this is unrelated to the [tf.Graph.graph\_def\_versions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#graph_def_versions).

#### Returns:

An integer version that increases as ops are added to the graph.

## Methods

### add\_to\_collection

add\_to\_collection(  
    name,  
    value  
)

Stores value in the collection with the given name.

Note that collections are not sets, so it is possible to add a value to a collection several times.

#### Args:

* **name**: The key for the collection. The GraphKeys class contains many standard names for collections.
* **value**: The value to add to the collection.

### add\_to\_collections

add\_to\_collections(  
    names,  
    value  
)

Stores value in the collections given by names.

Note that collections are not sets, so it is possible to add a value to a collection several times. This function makes sure that duplicates in names are ignored, but it will not check for pre-existing membership of value in any of the collections in names.

names can be any iterable, but if names is a string, it is treated as a single collection name.

#### Args:

* **names**: The keys for the collections to add to. The GraphKeys class contains many standard names for collections.
* **value**: The value to add to the collections.

### as\_default

as\_default()

Returns a context manager that makes this Graph the default graph.

This method should be used if you want to create multiple graphs in the same process. For convenience, a global default graph is provided, and all ops will be added to this graph if you do not create a new graph explicitly.

Use this method with the with keyword to specify that ops created within the scope of a block should be added to this graph. In this case, once the scope of the with is exited, the previous default graph is set again as default. There is a stack, so it's ok to have multiple nested levels of as\_default calls.

The default graph is a property of the current thread. If you create a new thread, and wish to use the default graph in that thread, you must explicitly add a with g.as\_default(): in that thread's function.

The following code examples are equivalent:

# 1. Using Graph.as\_default():  
g = tf.Graph()  
with g.as\_default():  
  c = tf.constant(5.0)  
  assert c.graph is g  
  
# 2. Constructing and making default:  
with tf.Graph().as\_default() as g:  
  c = tf.constant(5.0)  
  assert c.graph is g

If eager execution is enabled ops created under this context manager will be added to the graph instead of executed eagerly.

#### Returns:

A context manager for using this graph as the default graph.

### as\_graph\_def

as\_graph\_def(  
    from\_version=None,  
    add\_shapes=False  
)

Returns a serialized GraphDef representation of this graph.

The serialized GraphDef can be imported into another Graph (using [tf.import\_graph\_def](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/graph_util/import_graph_def)) or used with the [C++ Session API](https://www.tensorflow.org/versions/r2.0/api_docs/api_docs/cc/index).

This method is thread-safe.

#### Args:

* **from\_version**: Optional. If this is set, returns a GraphDef containing only the nodes that were added to this graph since its version property had the given value.
* **add\_shapes**: If true, adds an "\_output\_shapes" list attr to each node with the inferred shapes of each of its outputs.

#### Returns:

A [GraphDef](https://www.tensorflow.org/code/tensorflow/core/framework/graph.proto) protocol buffer.

#### Raises:

* **ValueError**: If the graph\_def would be too large.

### as\_graph\_element

as\_graph\_element(  
    obj,  
    allow\_tensor=True,  
    allow\_operation=True  
)

Returns the object referred to by obj, as an Operation or Tensor.

This function validates that obj represents an element of this graph, and gives an informative error message if it is not.

This function is the canonical way to get/validate an object of one of the allowed types from an external argument reference in the Session API.

This method may be called concurrently from multiple threads.

#### Args:

* **obj**: A Tensor, an Operation, or the name of a tensor or operation. Can also be any object with an \_as\_graph\_element() method that returns a value of one of these types.
* **allow\_tensor**: If true, obj may refer to a Tensor.
* **allow\_operation**: If true, obj may refer to an Operation.

#### Returns:

The Tensor or Operation in the Graph corresponding to obj.

#### Raises:

* **TypeError**: If obj is not a type we support attempting to convert to types.
* **ValueError**: If obj is of an appropriate type but invalid. For example, an invalid string.
* **KeyError**: If obj is not an object in the graph.

### clear\_collection

clear\_collection(name)

Clears all values in a collection.

#### Args:

* **name**: The key for the collection. The GraphKeys class contains many standard names for collections.

### colocate\_with

colocate\_with(  
    op,  
    ignore\_existing=False  
)

Returns a context manager that specifies an op to colocate with.

**Note:** this function is not for public use, only for internal libraries.

#### For example:

a = tf.Variable([1.0])  
with g.colocate\_with(a):  
  b = tf.constant(1.0)  
  c = tf.add(a, b)

b and c will always be colocated with a, no matter where a is eventually placed.

**NOTE** Using a colocation scope resets any existing device constraints.

If op is None then ignore\_existing must be True and the new scope resets all colocation and device constraints.

#### Args:

* **op**: The op to colocate all created ops with, or None.
* **ignore\_existing**: If true, only applies colocation of this op within the context, rather than applying all colocation properties on the stack. If op is None, this value must be True.

#### Raises:

* **ValueError**: if op is None but ignore\_existing is False.

#### Yields:

A context manager that specifies the op with which to colocate newly created ops.

### container

container(container\_name)

Returns a context manager that specifies the resource container to use.

Stateful operations, such as variables and queues, can maintain their states on devices so that they can be shared by multiple processes. A resource container is a string name under which these stateful operations are tracked. These resources can be released or cleared with tf.Session.reset().

#### For example:

with g.container('experiment0'):  
  # All stateful Operations constructed in this context will be placed  
  # in resource container "experiment0".  
  v1 = tf.Variable([1.0])  
  v2 = tf.Variable([2.0])  
  with g.container("experiment1"):  
    # All stateful Operations constructed in this context will be  
    # placed in resource container "experiment1".  
    v3 = tf.Variable([3.0])  
    q1 = tf.queue.FIFOQueue(10, tf.float32)  
  # All stateful Operations constructed in this context will be  
  # be created in the "experiment0".  
  v4 = tf.Variable([4.0])  
  q1 = tf.queue.FIFOQueue(20, tf.float32)  
  with g.container(""):  
    # All stateful Operations constructed in this context will be  
    # be placed in the default resource container.  
    v5 = tf.Variable([5.0])  
    q3 = tf.queue.FIFOQueue(30, tf.float32)  
  
# Resets container "experiment0", after which the state of v1, v2, v4, q1  
# will become undefined (such as uninitialized).  
tf.Session.reset(target, ["experiment0"])

#### Args:

* **container\_name**: container name string.

#### Returns:

A context manager for defining resource containers for stateful ops, yields the container name.

### control\_dependencies

control\_dependencies(control\_inputs)

Returns a context manager that specifies control dependencies.

Use with the with keyword to specify that all operations constructed within the context should have control dependencies on control\_inputs. For example:

with g.control\_dependencies([a, b, c]):  
  # `d` and `e` will only run after `a`, `b`, and `c` have executed.  
  d = ...  
  e = ...

Multiple calls to control\_dependencies() can be nested, and in that case a new Operation will have control dependencies on the union of control\_inputs from all active contexts.

with g.control\_dependencies([a, b]):  
  # Ops constructed here run after `a` and `b`.  
  with g.control\_dependencies([c, d]):  
    # Ops constructed here run after `a`, `b`, `c`, and `d`.

You can pass None to clear the control dependencies:

with g.control\_dependencies([a, b]):  
  # Ops constructed here run after `a` and `b`.  
  with g.control\_dependencies(None):  
    # Ops constructed here run normally, not waiting for either `a` or `b`.  
    with g.control\_dependencies([c, d]):  
      # Ops constructed here run after `c` and `d`, also not waiting  
      # for either `a` or `b`.

N.B. The control dependencies context applies only to ops that are constructed within the context. Merely using an op or tensor in the context does not add a control dependency. The following example illustrates this point:

# WRONG  
def my\_func(pred, tensor):  
  t = tf.matmul(tensor, tensor)  
  with tf.control\_dependencies([pred]):  
    # The matmul op is created outside the context, so no control  
    # dependency will be added.  
    return t  
  
# RIGHT  
def my\_func(pred, tensor):  
  with tf.control\_dependencies([pred]):  
    # The matmul op is created in the context, so a control dependency  
    # will be added.  
    return tf.matmul(tensor, tensor)

Also note that though execution of ops created under this scope will trigger execution of the dependencies, the ops created under this scope might still be pruned from a normal tensorflow graph. For example, in the following snippet of code the dependencies are never executed:

  loss = model.loss()  
  with tf.control\_dependencies(dependencies):  
    loss = loss + tf.constant(1)  # note: dependencies ignored in the  
                                  # backward pass  
  return tf.gradients(loss, model.variables)

This is because evaluating the gradient graph does not require evaluating the constant(1) op created in the forward pass.

#### Args:

* **control\_inputs**: A list of Operation or Tensor objects which must be executed or computed before running the operations defined in the context. Can also be None to clear the control dependencies.

#### Returns:

A context manager that specifies control dependencies for all operations constructed within the context.

#### Raises:

* **TypeError**: If control\_inputs is not a list of Operation or Tensor objects.

### create\_op

create\_op(  
    op\_type,  
    inputs,  
    dtypes=None,  
    input\_types=None,  
    name=None,  
    attrs=None,  
    op\_def=None,  
    compute\_shapes=True,  
    compute\_device=True  
)

Creates an Operation in this graph. (deprecated arguments)

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(compute\_shapes)**. They will be removed in a future version. Instructions for updating: Shapes are always computed; don't use the compute\_shapes as it has no effect.

This is a low-level interface for creating an Operation. Most programs will not call this method directly, and instead use the Python op constructors, such as tf.constant(), which add ops to the default graph.

#### Args:

* **op\_type**: The Operation type to create. This corresponds to the OpDef.name field for the proto that defines the operation.
* **inputs**: A list of Tensor objects that will be inputs to the Operation.
* **dtypes**: (Optional) A list of DType objects that will be the types of the tensors that the operation produces.
* **input\_types**: (Optional.) A list of DTypes that will be the types of the tensors that the operation consumes. By default, uses the base DType of each input in inputs. Operations that expect reference-typed inputs must specify input\_types explicitly.
* **name**: (Optional.) A string name for the operation. If not specified, a name is generated based on op\_type.
* **attrs**: (Optional.) A dictionary where the key is the attribute name (a string) and the value is the respective attr attribute of the NodeDef proto that will represent the operation (an AttrValue proto).
* **op\_def**: (Optional.) The OpDef proto that describes the op\_type that the operation will have.
* **compute\_shapes**: (Optional.) Deprecated. Has no effect (shapes are always computed).
* **compute\_device**: (Optional.) If True, device functions will be executed to compute the device property of the Operation.

#### Raises:

* **TypeError**: if any of the inputs is not a Tensor.
* **ValueError**: if colocation conflicts with existing device assignment.

#### Returns:

An Operation object.

### device

device(device\_name\_or\_function)

Returns a context manager that specifies the default device to use.

The device\_name\_or\_function argument may either be a device name string, a device function, or None:

* If it is a device name string, all operations constructed in this context will be assigned to the device with that name, unless overridden by a nested device() context.
* If it is a function, it will be treated as a function from Operation objects to device name strings, and invoked each time a new Operation is created. The Operation will be assigned to the device with the returned name.
* If it is None, all device() invocations from the enclosing context will be ignored.

For information about the valid syntax of device name strings, see the documentation in[DeviceNameUtils](https://www.tensorflow.org/code/tensorflow/core/util/device_name_utils.h).

#### For example:

with g.device('/device:GPU:0'):  
  # All operations constructed in this context will be placed  
  # on GPU 0.  
  with g.device(None):  
    # All operations constructed in this context will have no  
    # assigned device.  
  
# Defines a function from `Operation` to device string.  
def matmul\_on\_gpu(n):  
  if n.type == "MatMul":  
    return "/device:GPU:0"  
  else:  
    return "/cpu:0"  
  
with g.device(matmul\_on\_gpu):  
  # All operations of type "MatMul" constructed in this context  
  # will be placed on GPU 0; all other operations will be placed  
  # on CPU 0.

**N.B.** The device scope may be overridden by op wrappers or other library code. For example, a variable assignment op v.assign() must be colocated with the [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable) v, and incompatible device scopes will be ignored.

#### Args:

* **device\_name\_or\_function**: The device name or function to use in the context.

#### Yields:

A context manager that specifies the default device to use for newly created ops.

#### Raises:

* **RuntimeError**: If device scopes are not properly nested.

### finalize

finalize()

Finalizes this graph, making it read-only.

After calling g.finalize(), no new operations can be added to g. This method is used to ensure that no operations are added to a graph when it is shared between multiple threads, for example when using a [tf.compat.v1.train.QueueRunner](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/train/QueueRunner).

### get\_all\_collection\_keys

get\_all\_collection\_keys()

Returns a list of collections used in this graph.

### get\_collection

get\_collection(  
    name,  
    scope=None  
)

Returns a list of values in the collection with the given name.

This is different from get\_collection\_ref() which always returns the actual collection list if it exists in that it returns a new list each time it is called.

#### Args:

* **name**: The key for the collection. For example, the GraphKeys class contains many standard names for collections.
* **scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

The list of values in the collection with the given name, or an empty list if no value has been added to that collection. The list contains the values in the order under which they were collected.

### get\_collection\_ref

get\_collection\_ref(name)

Returns a list of values in the collection with the given name.

If the collection exists, this returns the list itself, which can be modified in place to change the collection. If the collection does not exist, it is created as an empty list and the list is returned.

This is different from get\_collection() which always returns a copy of the collection list if it exists and never creates an empty collection.

#### Args:

* **name**: The key for the collection. For example, the GraphKeys class contains many standard names for collections.

#### Returns:

The list of values in the collection with the given name, or an empty list if no value has been added to that collection.

### get\_name\_scope

get\_name\_scope()

Returns the current name scope.

#### For example:

with tf.name\_scope('scope1'):  
  with tf.name\_scope('scope2'):  
    print(tf.compat.v1.get\_default\_graph().get\_name\_scope())

would print the string scope1/scope2.

#### Returns:

A string representing the current name scope.

### get\_operation\_by\_name

get\_operation\_by\_name(name)

Returns the Operation with the given name.

This method may be called concurrently from multiple threads.

#### Args:

* **name**: The name of the Operation to return.

#### Returns:

The Operation with the given name.

#### Raises:

* **TypeError**: If name is not a string.
* **KeyError**: If name does not correspond to an operation in this graph.

### get\_operations

get\_operations()

Return the list of operations in the graph.

You can modify the operations in place, but modifications to the list such as inserts/delete have no effect on the list of operations known to the graph.

This method may be called concurrently from multiple threads.

#### Returns:

A list of Operations.

### get\_tensor\_by\_name

get\_tensor\_by\_name(name)

Returns the Tensor with the given name.

This method may be called concurrently from multiple threads.

#### Args:

* **name**: The name of the Tensor to return.

#### Returns:

The Tensor with the given name.

#### Raises:

* **TypeError**: If name is not a string.
* **KeyError**: If name does not correspond to a tensor in this graph.

### gradient\_override\_map

gradient\_override\_map(op\_type\_map)

EXPERIMENTAL: A context manager for overriding gradient functions.

This context manager can be used to override the gradient function that will be used for ops within the scope of the context.

#### For example:

@tf.RegisterGradient("CustomSquare")  
def \_custom\_square\_grad(op, grad):  
  # ...  
  
with tf.Graph().as\_default() as g:  
  c = tf.constant(5.0)  
  s\_1 = tf.square(c)  # Uses the default gradient for tf.square.  
  with g.gradient\_override\_map({"Square": "CustomSquare"}):  
    s\_2 = tf.square(s\_2)  # Uses \_custom\_square\_grad to compute the  
                          # gradient of s\_2.

#### Args:

* **op\_type\_map**: A dictionary mapping op type strings to alternative op type strings.

#### Returns:

A context manager that sets the alternative op type to be used for one or more ops created in that context.

#### Raises:

* **TypeError**: If op\_type\_map is not a dictionary mapping strings to strings.

### is\_feedable

is\_feedable(tensor)

Returns True if and only if tensor is feedable.

### is\_fetchable

is\_fetchable(tensor\_or\_op)

Returns True if and only if tensor\_or\_op is fetchable.

### name\_scope

name\_scope(name)

Returns a context manager that creates hierarchical names for operations.

A graph maintains a stack of name scopes. A with name\_scope(...): statement pushes a new name onto the stack for the lifetime of the context.

The name argument will be interpreted as follows:

* A string (not ending with '/') will create a new name scope, in which name is appended to the prefix of all operations created in the context. If name has been used before, it will be made unique by calling self.unique\_name(name).
* A scope previously captured from a with g.name\_scope(...) as scope: statement will be treated as an "absolute" name scope, which makes it possible to re-enter existing scopes.
* A value of None or the empty string will reset the current name scope to the top-level (empty) name scope.

#### For example:

with tf.Graph().as\_default() as g:  
  c = tf.constant(5.0, name="c")  
  assert c.op.name == "c"  
  c\_1 = tf.constant(6.0, name="c")  
  assert c\_1.op.name == "c\_1"  
  
  # Creates a scope called "nested"  
  with g.name\_scope("nested") as scope:  
    nested\_c = tf.constant(10.0, name="c")  
    assert nested\_c.op.name == "nested/c"  
  
    # Creates a nested scope called "inner".  
    with g.name\_scope("inner"):  
      nested\_inner\_c = tf.constant(20.0, name="c")  
      assert nested\_inner\_c.op.name == "nested/inner/c"  
  
    # Create a nested scope called "inner\_1".  
    with g.name\_scope("inner"):  
      nested\_inner\_1\_c = tf.constant(30.0, name="c")  
      assert nested\_inner\_1\_c.op.name == "nested/inner\_1/c"  
  
      # Treats `scope` as an absolute name scope, and  
      # switches to the "nested/" scope.  
      with g.name\_scope(scope):  
        nested\_d = tf.constant(40.0, name="d")  
        assert nested\_d.op.name == "nested/d"  
  
        with g.name\_scope(""):  
          e = tf.constant(50.0, name="e")  
          assert e.op.name == "e"

The name of the scope itself can be captured by with g.name\_scope(...) as scope:, which stores the name of the scope in the variable scope. This value can be used to name an operation that represents the overall result of executing the ops in a scope. For example:

inputs = tf.constant(...)  
with g.name\_scope('my\_layer') as scope:  
  weights = tf.Variable(..., name="weights")  
  biases = tf.Variable(..., name="biases")  
  affine = tf.matmul(inputs, weights) + biases  
  output = tf.nn.relu(affine, name=scope)

NOTE: This constructor validates the given name. Valid scope names match one of the following regular expressions:

[A-Za-z0-9.][A-Za-z0-9\_.\-/]\* (for scopes at the root)  
[A-Za-z0-9\_.\-/]\* (for other scopes)

#### Args:

* **name**: A name for the scope.

#### Returns:

A context manager that installs name as a new name scope.

#### Raises:

* **ValueError**: If name is not a valid scope name, according to the rules above.

### prevent\_feeding

prevent\_feeding(tensor)

Marks the given tensor as unfeedable in this graph.

### prevent\_fetching

prevent\_fetching(op)

Marks the given op as unfetchable in this graph.

### switch\_to\_thread\_local

switch\_to\_thread\_local()

Make device, colocation and dependencies stacks thread-local.

Device, colocation and dependencies stacks are not thread-local be default. If multiple threads access them, then the state is shared. This means that one thread may affect the behavior of another thread.

After this method is called, the stacks become thread-local. If multiple threads access them, then the state is not shared. Each thread uses its own value; a thread doesn't affect other threads by mutating such a stack.

The initial value for every thread's stack is set to the current value of the stack when switch\_to\_thread\_local() was first called.

### unique\_name

unique\_name(  
    name,  
    mark\_as\_used=True  
)

Return a unique operation name for name.

**Note:** You rarely need to call **unique\_name()** directly. Most of the time you just need to create **with g.name\_scope()** blocks to generate structured names.

unique\_name is used to generate structured names, separated by "/", to help identify operations when debugging a graph. Operation names are displayed in error messages reported by the TensorFlow runtime, and in various visualization tools such as TensorBoard.

If mark\_as\_used is set to True, which is the default, a new unique name is created and marked as in use. If it's set to False, the unique name is returned without actually being marked as used. This is useful when the caller simply wants to know what the name to be created will be.

#### Args:

* **name**: The name for an operation.
* **mark\_as\_used**: Whether to mark this name as being used.

#### Returns:

A string to be passed to create\_op() that will be used to name the operation being created.

# tf.group

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group#used_in_the_guide)

Create an op that groups multiple operations.

### Aliases:

* tf.compat.v1.group
* tf.compat.v2.group
* tf.group

tf.group(  
    \*inputs,  
    \*\*kwargs  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)
* [Training checkpoints](https://www.tensorflow.org/beta/guide/checkpoints)

When this op finishes, all ops in inputs have finished. This op has no output.

See also [tf.tuple](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tuple) and [tf.control\_dependencies](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies).

#### Args:

* **\*inputs**: Zero or more tensors to group.
* **name**: A name for this operation (optional).

#### Returns:

An Operation that executes all its inputs.

#### Raises:

* **ValueError**: If an unknown keyword argument is provided.

# tf.guarantee\_const

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/guarantee_const#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/guarantee_const#aliases)

Gives a guarantee to the TF runtime that the input tensor is a constant.

### Aliases:

* tf.compat.v1.guarantee\_const
* tf.compat.v2.guarantee\_const
* tf.guarantee\_const

tf.guarantee\_const(  
    input,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

The runtime is then free to make optimizations based on this.

Only accepts value typed tensors as inputs and rejects resource variable handles as input.

Returns the input tensor without modification.

#### Args:

* **input**: A Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.hessians

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/hessians#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/hessians#aliases)

Constructs the Hessian of sum of ys with respect to x in xs.

### Aliases:

* tf.compat.v2.hessians
* tf.hessians

tf.hessians(  
    ys,  
    xs,  
    gate\_gradients=False,  
    aggregation\_method=None,  
    name='hessians'  
)

Defined in [python/ops/gradients\_impl.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/gradients_impl.py).

hessians() adds ops to the graph to output the Hessian matrix of ys with respect to xs. It returns a list of Tensor of length len(xs) where each tensor is the Hessian of sum(ys).

The Hessian is a matrix of second-order partial derivatives of a scalar tensor (see https://en.wikipedia.org/wiki/Hessian\_matrix for more details).

#### Args:

* **ys**: A Tensor or list of tensors to be differentiated.
* **xs**: A Tensor or list of tensors to be used for differentiation.
* **name**: Optional name to use for grouping all the gradient ops together. defaults to 'hessians'.
* **colocate\_gradients\_with\_ops**: See gradients() documentation for details.
* **gate\_gradients**: See gradients() documentation for details.
* **aggregation\_method**: See gradients() documentation for details.

#### Returns:

A list of Hessian matrices of sum(ys) for each x in xs.

#### Raises:

* **LookupError**: if one of the operations between xs and ys does not have a registered gradient function.

# tf.histogram\_fixed\_width

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width#aliases)

Return histogram of values.

### Aliases:

* tf.compat.v1.histogram\_fixed\_width
* tf.compat.v2.histogram\_fixed\_width
* tf.histogram\_fixed\_width

tf.histogram\_fixed\_width(  
    values,  
    value\_range,  
    nbins=100,  
    dtype=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/histogram\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/histogram_ops.py).

Given the tensor values, this operation returns a rank 1 histogram counting the number of entries in values that fell into every bin. The bins are equal width and determined by the arguments value\_range and nbins.

#### Args:

* **values**: Numeric Tensor.
* **value\_range**: Shape [2] Tensor of same dtype as values. values <= value\_range[0] will be mapped to hist[0], values >= value\_range[1] will be mapped to hist[-1].
* **nbins**: Scalar int32 Tensor. Number of histogram bins.
* **dtype**: dtype for returned histogram.
* **name**: A name for this operation (defaults to 'histogram\_fixed\_width').

#### Returns:

A 1-D Tensor holding histogram of values.

#### Examples:

# Bins will be:  (-inf, 1), [1, 2), [2, 3), [3, 4), [4, inf)  
nbins = 5  
value\_range = [0.0, 5.0]  
new\_values = [-1.0, 0.0, 1.5, 2.0, 5.0, 15]  
  
with tf.compat.v1.get\_default\_session() as sess:  
  hist = tf.histogram\_fixed\_width(new\_values, value\_range, nbins=5)  
  variables.global\_variables\_initializer().run()  
  sess.run(hist) => [2, 1, 1, 0, 2]

# tf.histogram\_fixed\_width\_bins

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width_bins#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width_bins#aliases)

Bins the given values for use in a histogram.

### Aliases:

* tf.compat.v1.histogram\_fixed\_width\_bins
* tf.compat.v2.histogram\_fixed\_width\_bins
* tf.histogram\_fixed\_width\_bins

tf.histogram\_fixed\_width\_bins(  
    values,  
    value\_range,  
    nbins=100,  
    dtype=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/histogram\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/histogram_ops.py).

Given the tensor values, this operation returns a rank 1 Tensor representing the indices of a histogram into which each element of values would be binned. The bins are equal width and determined by the arguments value\_range and nbins.

#### Args:

* **values**: Numeric Tensor.
* **value\_range**: Shape [2] Tensor of same dtype as values. values <= value\_range[0] will be mapped to hist[0], values >= value\_range[1] will be mapped to hist[-1].
* **nbins**: Scalar int32 Tensor. Number of histogram bins.
* **dtype**: dtype for returned histogram.
* **name**: A name for this operation (defaults to 'histogram\_fixed\_width').

#### Returns:

A Tensor holding the indices of the binned values whose shape matches values.

#### Examples:

# Bins will be:  (-inf, 1), [1, 2), [2, 3), [3, 4), [4, inf)  
nbins = 5  
value\_range = [0.0, 5.0]  
new\_values = [-1.0, 0.0, 1.5, 2.0, 5.0, 15]  
  
with tf.compat.v1.get\_default\_session() as sess:  
  indices = tf.histogram\_fixed\_width\_bins(new\_values, value\_range, nbins=5)  
  variables.global\_variables\_initializer().run()  
  sess.run(indices) => [0, 0, 1, 2, 4]

# tf.identity

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity#used_in_the_guide)

Return a tensor with the same shape and contents as input.

### Aliases:

* tf.compat.v1.identity
* tf.compat.v2.identity
* tf.identity

tf.identity(  
    input,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [Eager essentials](https://www.tensorflow.org/beta/guide/eager)

#### Args:

* **input**: A Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.identity\_n

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity_n#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity_n#aliases)

Returns a list of tensors with the same shapes and contents as the input

### Aliases:

* tf.compat.v1.identity\_n
* tf.compat.v2.identity\_n
* tf.identity\_n

tf.identity\_n(  
    input,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

tensors.

This op can be used to override the gradient for complicated functions. For example, suppose y = f(x) and we wish to apply a custom function g for backprop such that dx = g(dy). In Python,

with tf.get\_default\_graph().gradient\_override\_map(  
    {'IdentityN': 'OverrideGradientWithG'}):  
  y, \_ = identity\_n([f(x), x])  
  
@tf.RegisterGradient('OverrideGradientWithG')  
def ApplyG(op, dy, \_):  
  return [None, g(dy)]  # Do not backprop to f(x).

#### Args:

* **input**: A list of Tensor objects.
* **name**: A name for the operation (optional).

#### Returns:

A list of Tensor objects. Has the same type as input.

# tf.IndexedSlices

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices#top_of_page)
* [Class IndexedSlices](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices#class_indexedslices)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices#properties)

## Class IndexedSlices

A sparse representation of a set of tensor slices at given indices.

### Aliases:

* Class tf.IndexedSlices
* Class tf.compat.v1.IndexedSlices
* Class tf.compat.v2.IndexedSlices

Defined in [python/framework/indexed\_slices.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/indexed_slices.py).

This class is a simple wrapper for a pair of Tensor objects:

* values: A Tensor of any dtype with shape [D0, D1, ..., Dn].
* indices: A 1-D integer Tensor with shape [D0].

An IndexedSlices is typically used to represent a subset of a larger tensor dense of shape [LARGE0, D1, .. , DN] where LARGE0 >> D0. The values in indices are the indices in the first dimension of the slices that have been extracted from the larger tensor.

The dense tensor dense represented by an IndexedSlices slices has

dense[slices.indices[i], :, :, :, ...] = slices.values[i, :, :, :, ...]

The IndexedSlices class is used principally in the definition of gradients for operations that have sparse gradients (e.g. [tf.gather](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather)).

Contrast this representation with [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor), which uses multi-dimensional indices and scalar values.

## \_\_init\_\_

\_\_init\_\_(  
    values,  
    indices,  
    dense\_shape=None  
)

Creates an IndexedSlices.

## Properties

### dense\_shape

A 1-D Tensor containing the shape of the corresponding dense tensor.

### device

The name of the device on which values will be produced, or None.

### dtype

The DType of elements in this tensor.

### graph

The Graph that contains the values, indices, and shape tensors.

### indices

A 1-D Tensor containing the indices of the slices.

### name

The name of this IndexedSlices.

### op

The Operation that produces values as an output.

### values

A Tensor containing the values of the slices.

## Methods

### \_\_neg\_\_

\_\_neg\_\_()

### consumers

consumers()

# tf.init\_scope

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/init_scope#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/init_scope#aliases)

A context manager that lifts ops out of control-flow scopes and function-building graphs.

### Aliases:

* tf.compat.v1.init\_scope
* tf.compat.v2.init\_scope
* tf.init\_scope

tf.init\_scope()

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

There is often a need to lift variable initialization ops out of control-flow scopes, function-building graphs, and gradient tapes. Entering an init\_scope is a mechanism for satisfying these desiderata. In particular, entering an init\_scope has three effects:

(1) All control dependencies are cleared the moment the scope is entered; this is equivalent to entering the context manager returned from control\_dependencies(None), which has the side-effect of exiting control-flow scopes like [tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) and [tf.while\_loop](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/while_loop).

(2) All operations that are created while the scope is active are lifted into the lowest context on the context\_stack that is not building a graph function. Here, a context is defined as either a graph or an eager context. Every context switch, i.e., every installation of a graph as the default graph and every switch into eager mode, is logged in a thread-local stack called context\_switches; the log entry for a context switch is popped from the stack when the context is exited. Entering an init\_scope is equivalent to crawling up context\_switches, finding the first context that is not building a graph function, and entering it. A caveat is that if graph mode is enabled but the default graph stack is empty, then entering an init\_scope will simply install a fresh graph as the default one.

(3) The gradient tape is paused while the scope is active.

When eager execution is enabled, code inside an init\_scope block runs with eager execution enabled even when defining graph functions via tf.contrib.eager.defun. For example:

tf.compat.v1.enable\_eager\_execution()  
  
@tf.contrib.eager.defun  
def func():  
  # A defun-decorated function constructs TensorFlow graphs,  
  # it does not execute eagerly.  
  assert not tf.executing\_eagerly()  
  with tf.init\_scope():  
    # Initialization runs with eager execution enabled  
    assert tf.executing\_eagerly()

#### Raises:

* **RuntimeError**: if graph state is incompatible with this initialization.

# tf.is\_tensor

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/is_tensor#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/is_tensor#aliases)

Checks whether x is a tensor or "tensor-like".

### Aliases:

* tf.compat.v1.is\_tensor
* tf.compat.v2.is\_tensor
* tf.is\_tensor

tf.is\_tensor(x)

Defined in [python/framework/tensor\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_util.py).

If is\_tensor(x) returns True, it is safe to assume that x is a tensor or can be converted to a tensor using ops.convert\_to\_tensor(x).

#### Args:

* **x**: A python object to check.

#### Returns:

True if x is a tensor or "tensor-like", False if not.

# tf.linspace

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linspace#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linspace#aliases)

Generates values in an interval.

### Aliases:

* tf.compat.v1.lin\_space
* tf.compat.v1.linspace
* tf.compat.v2.linspace
* tf.linspace

tf.linspace(  
    start,  
    stop,  
    num,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

A sequence of num evenly-spaced values are generated beginning at start. If num > 1, the values in the sequence increase by stop - start / num - 1, so that the last one is exactly stop.

#### For example:

tf.linspace(10.0, 12.0, 3, name="linspace") => [ 10.0  11.0  12.0]

#### Args:

* **start**: A Tensor. Must be one of the following types: bfloat16, float32, float64. 0-D tensor. First entry in the range.
* **stop**: A Tensor. Must have the same type as start. 0-D tensor. Last entry in the range.
* **num**: A Tensor. Must be one of the following types: int32, int64. 0-D tensor. Number of values to generate.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as start.

# tf.load\_library

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_library#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_library#aliases)

Loads a TensorFlow plugin.

### Aliases:

* tf.compat.v1.load\_library
* tf.compat.v2.load\_library
* tf.load\_library

tf.load\_library(library\_location)

Defined in [python/framework/load\_library.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/load_library.py).

"library\_location" can be a path to a specific shared object, or a folder. If it is a folder, all shared objects that are named "libtfkernel\*" will be loaded. When the library is loaded, kernels registered in the library via the REGISTER\_\* macros are made available in the TensorFlow process.

#### Args:

* **library\_location**: Path to the plugin or the folder of plugins. Relative or absolute filesystem path to a dynamic library file or folder.

#### Returns:

None

#### Raises:

* **OSError**: When the file to be loaded is not found.
* **RuntimeError**: when unable to load the library.

# tf.load\_op\_library

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_op_library#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_op_library#aliases)

Loads a TensorFlow plugin, containing custom ops and kernels.

### Aliases:

* tf.compat.v1.load\_op\_library
* tf.compat.v2.load\_op\_library
* tf.load\_op\_library

tf.load\_op\_library(library\_filename)

Defined in [python/framework/load\_library.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/load_library.py).

Pass "library\_filename" to a platform-specific mechanism for dynamically loading a library. The rules for determining the exact location of the library are platform-specific and are not documented here. When the library is loaded, ops and kernels registered in the library via the REGISTER\_\* macros are made available in the TensorFlow process. Note that ops with the same name as an existing op are rejected and not registered with the process.

#### Args:

* **library\_filename**: Path to the plugin. Relative or absolute filesystem path to a dynamic library file.

#### Returns:

A python module containing the Python wrappers for Ops defined in the plugin.

#### Raises:

* **RuntimeError**: when unable to load the library or get the python wrappers.

# tf.make\_ndarray

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/make_ndarray#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/make_ndarray#aliases)

Create a numpy ndarray from a tensor.

### Aliases:

* tf.compat.v1.make\_ndarray
* tf.compat.v2.make\_ndarray
* tf.make\_ndarray

tf.make\_ndarray(tensor)

Defined in [python/framework/tensor\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_util.py).

Create a numpy ndarray with the same shape and data as the tensor.

#### Args:

* **tensor**: A TensorProto.

#### Returns:

A numpy array with the tensor contents.

#### Raises:

* **TypeError**: if tensor has unsupported type.

# tf.map\_fn

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/map_fn#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/map_fn#aliases)

map on the list of tensors unpacked from elems on dimension 0.

### Aliases:

* tf.compat.v1.map\_fn
* tf.compat.v2.map\_fn
* tf.map\_fn

tf.map\_fn(  
    fn,  
    elems,  
    dtype=None,  
    parallel\_iterations=None,  
    back\_prop=True,  
    swap\_memory=False,  
    infer\_shape=True,  
    name=None  
)

Defined in [python/ops/map\_fn.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/map_fn.py).

The simplest version of map\_fn repeatedly applies the callable fn to a sequence of elements from first to last. The elements are made of the tensors unpacked from elems. dtype is the data type of the return value of fn. Users must provide dtype if it is different from the data type of elems.

Suppose that elems is unpacked into values, a list of tensors. The shape of the result tensor is [values.shape[0]] + fn(values[0]).shape.

This method also allows multi-arity elems and output of fn. If elems is a (possibly nested) list or tuple of tensors, then each of these tensors must have a matching first (unpack) dimension. The signature of fn may match the structure of elems. That is, if elems is (t1, [t2, t3, [t4, t5]]), then an appropriate signature for fn is: fn = lambda (t1, [t2, t3, [t4, t5]]):.

Furthermore, fn may emit a different structure than its input. For example, fn may look like: fn = lambda t1: return (t1 + 1, t1 - 1). In this case, the dtype parameter is not optional: dtypemust be a type or (possibly nested) tuple of types matching the output of fn.

To apply a functional operation to the nonzero elements of a SparseTensor one of the following methods is recommended. First, if the function is expressible as TensorFlow ops, use

  result = SparseTensor(input.indices, fn(input.values), input.dense\_shape)

If, however, the function is not expressible as a TensorFlow op, then use

result = SparseTensor(  
  input.indices, map\_fn(fn, input.values), input.dense\_shape)

instead.

When executing eagerly, map\_fn does not execute in parallel even if parallel\_iterations is set to a value > 1. You can still get the performance benefits of running a function in parallel by using thetf.contrib.eager.defun decorator,

# Assume the function being used in map\_fn is fn.  
# To ensure map\_fn calls fn in parallel, use the defun decorator.  
@tf.contrib.eager.defun  
def func(tensor):  
  return tf.map\_fn(fn, tensor)

Note that if you use the defun decorator, any non-TensorFlow Python code that you may have written in your function won't get executed. See tf.contrib.eager.defun for more details. The recommendation would be to debug without defun but switch to defun to get performance benefits of running map\_fn in parallel.

#### Args:

* **fn**: The callable to be performed. It accepts one argument, which will have the same (possibly nested) structure as elems. Its output must have the same structure as dtype if one is provided, otherwise it must have the same structure as elems.
* **elems**: A tensor or (possibly nested) sequence of tensors, each of which will be unpacked along their first dimension. The nested sequence of the resulting slices will be applied to fn.
* **dtype**: (optional) The output type(s) of fn. If fn returns a structure of Tensors differing from the structure of elems, then dtype is not optional and must have the same structure as the output of fn.
* **parallel\_iterations**: (optional) The number of iterations allowed to run in parallel. When graph building, the default value is 10. While executing eagerly, the default value is set to 1.
* **back\_prop**: (optional) True enables support for back propagation.
* **swap\_memory**: (optional) True enables GPU-CPU memory swapping.
* **infer\_shape**: (optional) False disables tests for consistent output shapes.
* **name**: (optional) Name prefix for the returned tensors.

#### Returns:

A tensor or (possibly nested) sequence of tensors. Each tensor packs the results of applying fn to tensors unpacked from elems along the first dimension, from first to last.

#### Raises:

* **TypeError**: if fn is not callable or the structure of the output of fn and dtype do not match, or if elems is a SparseTensor.
* **ValueError**: if the lengths of the output of fn and dtype do not match.

#### Examples:

elems = np.array([1, 2, 3, 4, 5, 6])  
squares = map\_fn(lambda x: x \* x, elems)  
# squares == [1, 4, 9, 16, 25, 36]

elems = (np.array([1, 2, 3]), np.array([-1, 1, -1]))  
alternate = map\_fn(lambda x: x[0] \* x[1], elems, dtype=tf.int64)  
# alternate == [-1, 2, -3]

elems = np.array([1, 2, 3])  
alternates = map\_fn(lambda x: (x, -x), elems, dtype=(tf.int64, tf.int64))  
# alternates[0] == [1, 2, 3]  
# alternates[1] == [-1, -2, -3]

# tf.meshgrid

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/meshgrid#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/meshgrid#aliases)

Broadcasts parameters for evaluation on an N-D grid.

### Aliases:

* tf.compat.v1.meshgrid
* tf.compat.v2.meshgrid
* tf.meshgrid

tf.meshgrid(  
    \*args,  
    \*\*kwargs  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Given N one-dimensional coordinate arrays \*args, returns a list outputs of N-D coordinate arrays for evaluating expressions on an N-D grid.

#### Notes:

meshgrid supports cartesian ('xy') and matrix ('ij') indexing conventions. When the indexingargument is set to 'xy' (the default), the broadcasting instructions for the first two dimensions are swapped.

#### Examples:

Calling X, Y = meshgrid(x, y) with the tensors

x = [1, 2, 3]  
y = [4, 5, 6]  
X, Y = tf.meshgrid(x, y)  
# X = [[1, 2, 3],  
#      [1, 2, 3],  
#      [1, 2, 3]]  
# Y = [[4, 4, 4],  
#      [5, 5, 5],  
#      [6, 6, 6]]

#### Args:

* **\*args**: Tensors with rank 1.
* **\*\*kwargs**: - indexing: Either 'xy' or 'ij' (optional, default: 'xy').
  + name: A name for the operation (optional).

#### Returns:

* **outputs**: A list of N Tensors with rank N.

#### Raises:

* **TypeError**: When no keyword arguments (kwargs) are passed.
* **ValueError**: When indexing keyword argument is not one of xy or ij.

# tf.Module

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module#top_of_page)
* [Class Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module#class_module)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module#used_in_the_guide)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module#__init__)

## Class Module

Base neural network module class.

### Aliases:

* Class tf.Module
* Class tf.compat.v1.Module
* Class tf.compat.v2.Module

Defined in [python/module/module.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/module/module.py).

### Used in the guide:

* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)

A module is a named container for [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)s, other [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module)s and functions which apply to user input. For example a dense layer in a neural network might be implemented as a [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module):

 class Dense(tf.Module):  
   def \_\_init\_\_(self, in\_features, output\_features, name=None):  
     super(Dense, self).\_\_init\_\_(name=name)  
     self.w = tf.Variable(  
         tf.random.normal([input\_features, output\_features]), name='w')  
     self.b = tf.Variable(tf.zeros([output\_features]), name='b')  
  
   def \_\_call\_\_(self, x):  
     y = tf.matmul(x, self.w) + self.b  
     return tf.nn.relu(y)

You can use the Dense layer as you would expect:

d = Dense(input\_features=64, output\_features=10)  
d(tf.ones([100, 64]))  
#==> <tf.Tensor: ...>

By subclassing [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module) instead of object any [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable) or [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module) instances assigned to object properties can be collected using the variables, trainable\_variables or submodulesproperty:

d.variables  
#==> (<tf.Variable 'b:0' ...>, <tf.Variable 'w:0' ...>)

Subclasses of [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module) can also take advantage of the \_flatten method which can be used to implement tracking of any other types.

All [tf.Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module) classes have an associated [tf.name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope) which can be used to group operations in TensorBoard and create hierarchies for variable names which can help with debugging. We suggest using the name scope when creating nested submodules/parameters or for forward methods whose graph you might want to inspect in TensorBoard. You can enter the name scope explicitly using with self.name\_scope: or you can annotate methods (apart from \_\_init\_\_) with @tf.Module.with\_name\_scope.

class MLP(tf.Module):  
  def \_\_init\_\_(self, input\_size, sizes, name=None):  
    super(MLP, self).\_\_init\_\_(name=name)  
    self.layers = []  
    with self.name\_scope:  
      for size in sizes:  
        self.layers.append(Dense(input\_size=input\_size, output\_size=size))  
        input\_size = size  
  
  @tf.Module.with\_name\_scope  
  def \_\_call\_\_(self, x):  
    for layer in self.layers:  
      x = layer(x)  
    return x

## \_\_init\_\_

\_\_init\_\_(name=None)

## Properties

### name

Returns the name of this module as passed or determined in the ctor.

NOTE: This is not the same as the self.name\_scope.name which includes parent module names.

### name\_scope

Returns a [tf.name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope) instance for this class.

### submodules

Sequence of all sub-modules.

Submodules are modules which are properties of this module, or found as properties of modules which are properties of this module (and so on).

a = tf.Module()  
b = tf.Module()  
c = tf.Module()  
a.b = b  
b.c = c  
assert list(a.submodules) == [b, c]  
assert list(b.submodules) == [c]  
assert list(c.submodules) == []

#### Returns:

A sequence of all submodules.

### trainable\_variables

Sequence of variables owned by this module and it's submodules.

**Note:** this method uses reflection to find variables on the current instance and submodules. For performance reasons you may wish to cache the result of calling this method if you don't expect the return value to change.

#### Returns:

A sequence of variables for the current module (sorted by attribute name) followed by variables from all submodules recursively (breadth first).

### variables

Sequence of variables owned by this module and it's submodules.

**Note:** this method uses reflection to find variables on the current instance and submodules. For performance reasons you may wish to cache the result of calling this method if you don't expect the return value to change.

#### Returns:

A sequence of variables for the current module (sorted by attribute name) followed by variables from all submodules recursively (breadth first).

## Methods

### with\_name\_scope

@classmethod  
with\_name\_scope(  
    cls,  
    method  
)

Decorator to automatically enter the module name scope.

class MyModule(tf.Module):  
  @tf.Module.with\_name\_scope  
  def \_\_call\_\_(self, x):  
    if not hasattr(self, 'w'):  
      self.w = tf.Variable(tf.random.normal([x.shape[1], 64]))  
    return tf.matmul(x, self.w)

Using the above module would produce [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)s and [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor)s whose names included the module name:

mod = MyModule()  
mod(tf.ones([8, 32]))  
# ==> <tf.Tensor: ...>  
mod.w  
# ==> <tf.Variable ...'my\_module/w:0'>

#### Args:

* **method**: The method to wrap.

#### Returns:

The original method wrapped such that it enters the module's name scope.

# tf.name\_scope

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope#top_of_page)
* [Class name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope#class_name_scope)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope#properties)

## Class name\_scope

A context manager for use when defining a Python op.

Inherits From: [name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/backend/name_scope)

### Aliases:

* Class tf.compat.v2.name\_scope
* Class tf.name\_scope

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

This context manager pushes a name scope, which will make the name of all operations added within it have a prefix.

For example, to define a new Python op called my\_op:

def my\_op(a, b, c, name=None):  
  with tf.name\_scope("MyOp") as scope:  
    a = tf.convert\_to\_tensor(a, name="a")  
    b = tf.convert\_to\_tensor(b, name="b")  
    c = tf.convert\_to\_tensor(c, name="c")  
    # Define some computation that uses `a`, `b`, and `c`.  
    return foo\_op(..., name=scope)

When executed, the Tensors a, b, c, will have names MyOp/a, MyOp/b, and MyOp/c.

If the scope name already exists, the name will be made unique by appending \_n. For example, calling my\_op the second time will generate MyOp\_1/a, etc.

## \_\_init\_\_

\_\_init\_\_(name)

Initialize the context manager.

#### Args:

* **name**: The prefix to use on all names created within the name scope.

#### Raises:

* **ValueError**: If name is None, or not a string.

## Properties

### name

## Methods

### \_\_enter\_\_

\_\_enter\_\_()

Start the scope block.

#### Returns:

The scope name.

#### Raises:

* **ValueError**: if neither name nor default\_name is provided but values are.

### \_\_exit\_\_

\_\_exit\_\_(  
    type\_arg,  
    value\_arg,  
    traceback\_arg  
)

# tf.nondifferentiable\_batch\_function

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nondifferentiable_batch_function#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nondifferentiable_batch_function#aliases)

Batches the computation done by the decorated function.

### Aliases:

* tf.compat.v1.nondifferentiable\_batch\_function
* tf.compat.v2.nondifferentiable\_batch\_function
* tf.nondifferentiable\_batch\_function

tf.nondifferentiable\_batch\_function(  
    num\_batch\_threads,  
    max\_batch\_size,  
    batch\_timeout\_micros,  
    allowed\_batch\_sizes=None,  
    max\_enqueued\_batches=10,  
    autograph=True  
)

Defined in [python/ops/batch\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/batch_ops.py).

So, for example, in the following code

@batch\_function(1, 2, 3)  
def layer(a):  
  return tf.matmul(a, a)  
  
b = layer(w)

if more than one session.run call is simultaneously trying to compute b the values of w will be gathered, non-deterministically concatenated along the first axis, and only one thread will run the computation. See the documentation of the Batch op for more details.

Assumes that all arguments of the decorated function are Tensors which will be batched along their first dimension.

SparseTensor is not supported. The return value of the decorated function must be a Tensor or a list/tuple of Tensors.

#### Args:

* **num\_batch\_threads**: Number of scheduling threads for processing batches of work. Determines the number of batches processed in parallel.
* **max\_batch\_size**: Batch sizes will never be bigger than this.
* **batch\_timeout\_micros**: Maximum number of microseconds to wait before outputting an incomplete batch.
* **allowed\_batch\_sizes**: Optional list of allowed batch sizes. If left empty, does nothing. Otherwise, supplies a list of batch sizes, causing the op to pad batches up to one of those sizes. The entries must increase monotonically, and the final entry must equal max\_batch\_size.
* **max\_enqueued\_batches**: The maximum depth of the batch queue. Defaults to 10.
* **autograph**: Whether to use autograph to compile python and eager style code for efficient graph-mode execution.

#### Returns:

The decorated function will return the unbatched computation output Tensors.

# tf.norm

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/norm#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/norm#aliases)

Computes the norm of vectors, matrices, and tensors.

### Aliases:

* tf.compat.v2.linalg.norm
* tf.compat.v2.norm
* tf.linalg.norm
* tf.norm

tf.norm(  
    tensor,  
    ord='euclidean',  
    axis=None,  
    keepdims=None,  
    name=None  
)

Defined in [python/ops/linalg\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/linalg_ops.py).

This function can compute several different vector norms (the 1-norm, the Euclidean or 2-norm, the inf-norm, and in general the p-norm for p > 0) and matrix norms (Frobenius, 1-norm, 2-norm and inf-norm).

#### Args:

* **tensor**: Tensor of types float32, float64, complex64, complex128
* **ord**: Order of the norm. Supported values are 'fro', 'euclidean', 1, 2, np.inf and any positive real number yielding the corresponding p-norm. Default is 'euclidean' which is equivalent to Frobenius norm if tensor is a matrix and equivalent to 2-norm for vectors. Some restrictions apply: a) The Frobenius norm 'fro' is not defined for vectors, b) If axis is a 2-tuple (matrix norm), only 'euclidean', 'fro', 1, 2, np.inf are supported. See the description of axis on how to compute norms for a batch of vectors or matrices stored in a tensor.
* **axis**: If axis is None (the default), the input is considered a vector and a single vector norm is computed over the entire set of values in the tensor, i.e. norm(tensor, ord=ord) is equivalent to norm(reshape(tensor, [-1]), ord=ord). If axis is a Python integer, the input is considered a batch of vectors, and axis determines the axis in tensor over which to compute vector norms. If axis is a 2-tuple of Python integers it is considered a batch of matrices and axis determines the axes in tensor over which to compute a matrix norm. Negative indices are supported. Example: If you are passing a tensor that can be either a matrix or a batch of matrices at runtime, pass axis=[-2,-1] instead of axis=None to make sure that matrix norms are computed.
* **keepdims**: If True, the axis indicated in axis are kept with size 1. Otherwise, the dimensions in axis are removed from the output shape.
* **name**: The name of the op.

#### Returns:

* **output**: A Tensor of the same type as tensor, containing the vector or matrix norms. If keepdims is True then the rank of output is equal to the rank of tensor. Otherwise, if axis is none the output is a scalar, if axis is an integer, the rank of output is one less than the rank of tensor, if axis is a 2-tuple the rank of output is two less than the rank of tensor.

#### Raises:

* **ValueError**: If ord or axis is invalid.

#### Numpy Compatibility

Mostly equivalent to numpy.linalg.norm. Not supported: ord <= 0, 2-norm for matrices, nuclear norm. Other differences: a) If axis is None, treats the flattened tensor as a vector regardless of rank. b) Explicitly supports 'euclidean' norm as the default, including for higher order tensors.

# tf.no\_gradient

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient#aliases)

Specifies that ops of type op\_type is not differentiable.

### Aliases:

* tf.compat.v1.NoGradient
* tf.compat.v1.NotDifferentiable
* tf.compat.v1.no\_gradient
* tf.compat.v2.no\_gradient
* tf.no\_gradient

tf.no\_gradient(op\_type)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

This function should not be used for operations that have a well-defined gradient that is not yet implemented.

This function is only used when defining a new op type. It may be used for ops such as tf.size()that are not differentiable. For example:

tf.no\_gradient("Size")

The gradient computed for 'op\_type' will then propagate zeros.

For ops that have a well-defined gradient but are not yet implemented, no declaration should be made, and an error must be thrown if an attempt to request its gradient is made.

#### Args:

* **op\_type**: The string type of an operation. This corresponds to the OpDef.name field for the proto that defines the operation.

#### Raises:

* **TypeError**: If op\_type is not a string.

# tf.no\_op

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_op#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_op#aliases)

Does nothing. Only useful as a placeholder for control edges.

### Aliases:

* tf.compat.v1.no\_op
* tf.compat.v2.no\_op
* tf.no\_op

tf.no\_op(name=None)

Defined in generated file: python/ops/gen\_control\_flow\_ops.py.

#### Args:

* **name**: A name for the operation (optional).

#### Returns:

The created Operation.

# tf.numpy\_function

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/numpy_function#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/numpy_function#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/numpy_function#used_in_the_tutorials)

Wraps a python function and uses it as a TensorFlow op.

### Aliases:

* tf.compat.v1.numpy\_function
* tf.compat.v2.numpy\_function
* tf.numpy\_function

tf.numpy\_function(  
    func,  
    inp,  
    Tout,  
    name=None  
)

Defined in [python/ops/script\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/script_ops.py).

### Used in the tutorials:

* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)

Given a python function func, which takes numpy arrays as its arguments and returns numpy arrays as its outputs, wrap this function as an operation in a TensorFlow graph. The following snippet constructs a simple TensorFlow graph that invokes the np.sinh() NumPy function as a operation in the graph:

def my\_func(x):  
  # x will be a numpy array with the contents of the placeholder below  
  return np.sinh(x)  
input = tf.compat.v1.placeholder(tf.float32)  
y = tf.compat.v1.numpy\_function(my\_func, [input], tf.float32)

**N.B.** The tf.compat.v1.numpy\_function() operation has the following known limitations:

* The body of the function (i.e. func) will not be serialized in a GraphDef. Therefore, you should not use this function if you need to serialize your model and restore it in a different environment.
* The operation must run in the same address space as the Python program that calls tf.compat.v1.numpy\_function(). If you are using distributed TensorFlow, you must run a [tf.distribute.Server](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/distribute/Server) in the same process as the program that callstf.compat.v1.numpy\_function() and you must pin the created operation to a device in that server (e.g. using with tf.device():).

#### Args:

* **func**: A Python function, which accepts ndarray objects as arguments and returns a list of ndarray objects (or a single ndarray). This function must accept as many arguments as there are tensors in inp, and these argument types will match the corresponding [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects in inp. The returns ndarrays must match the number and types defined Tout. Important Note: Input and output numpy ndarrays of func are not guaranteed to be copies. In some cases their underlying memory will be shared with the corresponding TensorFlow tensors. In-place modification or storing func input or return values in python datastructures without explicit (np.)copy can have non-deterministic consequences.
* **inp**: A list of Tensor objects.
* **Tout**: A list or tuple of tensorflow data types or a single tensorflow data type if there is only one, indicating what func returns.
* **stateful**: (Boolean.) If True, the function should be considered stateful. If a function is stateless, when given the same input it will return the same output and have no observable side effects. Optimizations such as common subexpression elimination are only performed on stateless operations.
* **name**: A name for the operation (optional).

#### Returns:

A list of Tensor or a single Tensor which func computes.

# tf.ones

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones#used_in_the_tutorials)

Creates a tensor with all elements set to 1.

### Aliases:

* tf.compat.v1.ones
* tf.compat.v2.ones
* tf.ones

tf.ones(  
    shape,  
    dtype=tf.dtypes.float32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)
* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)

### Used in the tutorials:

* [Automatic differentiation and gradient tape](https://www.tensorflow.org/beta/tutorials/eager/automatic_differentiation)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

This operation returns a tensor of type dtype with shape shape and all elements set to 1.

#### For example:

tf.ones([2, 3], tf.int32)  # [[1, 1, 1], [1, 1, 1]]

#### Args:

* **shape**: A list of integers, a tuple of integers, or a 1-D Tensor of type int32.
* **dtype**: The type of an element in the resulting Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor with all elements set to 1.

# tf.ones\_initializer

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer#top_of_page)
* [Class ones\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer#class_ones_initializer)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer#used_in_the_guide)
* [Methods](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_initializer#methods)

## Class ones\_initializer

Initializer that generates tensors initialized to 1.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers/Initializer)

### Aliases:

* Class tf.compat.v2.initializers.Ones
* Class tf.compat.v2.initializers.ones
* Class tf.compat.v2.keras.initializers.Ones
* Class tf.compat.v2.keras.initializers.ones
* Class tf.compat.v2.ones\_initializer
* Class tf.initializers.Ones
* Class tf.initializers.ones
* Class tf.keras.initializers.Ones
* Class tf.keras.initializers.ones
* Class tf.ones\_initializer

Defined in [python/ops/init\_ops\_v2.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops_v2.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=tf.dtypes.float32  
)

Returns a tensor object initialized as specified by the initializer.

#### Args:

* **shape**: Shape of the tensor.
* **dtype**: Optional dtype of the tensor. Only numeric or boolean dtypes are supported.

#### Raises:

* **ValuesError**: If the dtype is not numeric or boolean.

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

* **config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

Returns the configuration of the initializer as a JSON-serializable dict.

#### Returns:

A JSON-serializable Python dict.

# tf.ones\_like

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones_like#top_of_page)
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Creates a tensor with all elements set to zero.

### Aliases:

* tf.compat.v2.ones\_like
* tf.ones\_like

tf.ones\_like(  
    input,  
    dtype=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Deep Convolutional Generative Adversarial Network](https://www.tensorflow.org/beta/tutorials/generative/dcgan)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)

Given a single tensor (tensor), this operation returns a tensor of the same type and shape as tensor with all elements set to 1. Optionally, you can use dtype to specify a new type for the returned tensor.

#### For example:

tensor = tf.constant([[1, 2, 3], [4, 5, 6]])  
tf.ones\_like(tensor)  # [[1, 1, 1], [1, 1, 1]]

#### Args:

* **input**: A Tensor.
* **dtype**: A type for the returned Tensor. Must be float16, float32, float64, int8, uint8, int16, uint16, int32, int64, complex64, complex128, bool or string.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor with all elements set to zero.

# tf.one\_hot

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/one_hot#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/one_hot#aliases)

Returns a one-hot tensor.

### Aliases:

* tf.compat.v1.one\_hot
* tf.compat.v2.one\_hot
* tf.one\_hot

tf.one\_hot(  
    indices,  
    depth,  
    on\_value=None,  
    off\_value=None,  
    axis=None,  
    dtype=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

The locations represented by indices in indices take value on\_value, while all other locations take value off\_value.

on\_value and off\_value must have matching data types. If dtype is also provided, they must be the same data type as specified by dtype.

If on\_value is not provided, it will default to the value 1 with type dtype

If off\_value is not provided, it will default to the value 0 with type dtype

If the input indices is rank N, the output will have rank N+1. The new axis is created at dimension axis (default: the new axis is appended at the end).

If indices is a scalar the output shape will be a vector of length depth

If indices is a vector of length features, the output shape will be:

  features x depth if axis == -1  
  depth x features if axis == 0

If indices is a matrix (batch) with shape [batch, features], the output shape will be:

  batch x features x depth if axis == -1  
  batch x depth x features if axis == 1  
  depth x batch x features if axis == 0

If dtype is not provided, it will attempt to assume the data type of on\_value or off\_value, if one or both are passed in. If none of on\_value, off\_value, or dtype are provided, dtype will default to the value [tf.float32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#float32).

**Note:** If a non-numeric data type output is desired ([**tf.string**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#string), [**tf.bool**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#bool), etc.), both **on\_value** and **off\_value**must be provided to **one\_hot**.

#### For example:

indices = [0, 1, 2]  
depth = 3  
tf.one\_hot(indices, depth)  # output: [3 x 3]  
# [[1., 0., 0.],  
#  [0., 1., 0.],  
#  [0., 0., 1.]]  
  
indices = [0, 2, -1, 1]  
depth = 3  
tf.one\_hot(indices, depth,  
           on\_value=5.0, off\_value=0.0,  
           axis=-1)  # output: [4 x 3]  
# [[5.0, 0.0, 0.0],  # one\_hot(0)  
#  [0.0, 0.0, 5.0],  # one\_hot(2)  
#  [0.0, 0.0, 0.0],  # one\_hot(-1)  
#  [0.0, 5.0, 0.0]]  # one\_hot(1)  
  
indices = [[0, 2], [1, -1]]  
depth = 3  
tf.one\_hot(indices, depth,  
           on\_value=1.0, off\_value=0.0,  
           axis=-1)  # output: [2 x 2 x 3]  
# [[[1.0, 0.0, 0.0],   # one\_hot(0)  
#   [0.0, 0.0, 1.0]],  # one\_hot(2)  
#  [[0.0, 1.0, 0.0],   # one\_hot(1)  
#   [0.0, 0.0, 0.0]]]  # one\_hot(-1)

#### Args:

* **indices**: A Tensor of indices.
* **depth**: A scalar defining the depth of the one hot dimension.
* **on\_value**: A scalar defining the value to fill in output when indices[j] = i. (default: 1)
* **off\_value**: A scalar defining the value to fill in output when indices[j] != i. (default: 0)
* **axis**: The axis to fill (default: -1, a new inner-most axis).
* **dtype**: The data type of the output tensor.
* **name**: A name for the operation (optional).

#### Returns:

* **output**: The one-hot tensor.

#### Raises:

* **TypeError**: If dtype of either on\_value or off\_value don't match dtype
* **TypeError**: If dtype of on\_value and off\_value don't match one another

# tf.Operation

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#top_of_page)
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* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#properties)

## Class Operation

Represents a graph node that performs computation on tensors.

### Aliases:

* Class tf.Operation
* Class tf.compat.v1.Operation
* Class tf.compat.v2.Operation

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

An Operation is a node in a TensorFlow Graph that takes zero or more Tensor objects as input, and produces zero or more Tensor objects as output. Objects of type Operation are created by calling a Python op constructor (such as [tf.matmul](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/matmul)) or [tf.Graph.create\_op](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#create_op).

For example c = tf.matmul(a, b) creates an Operation of type "MatMul" that takes tensors aand b as input, and produces c as output.

After the graph has been launched in a session, an Operation can be executed by passing it totf.Session.run. op.run() is a shortcut for callingtf.compat.v1.get\_default\_session().run(op).

## \_\_init\_\_

\_\_init\_\_(  
    node\_def,  
    g,  
    inputs=None,  
    output\_types=None,  
    control\_inputs=None,  
    input\_types=None,  
    original\_op=None,  
    op\_def=None  
)

Creates an Operation.

NOTE: This constructor validates the name of the Operation (passed as node\_def.name). Valid Operation names match the following regular expression:

[A-Za-z0-9.][A-Za-z0-9\_.\\-/]\*

#### Args:

* **node\_def**: node\_def\_pb2.NodeDef. NodeDef for the Operation. Used for attributes of node\_def\_pb2.NodeDef, typically name, op, and device. The input attribute is irrelevant here as it will be computed when generating the model.
* **g**: Graph. The parent graph.
* **inputs**: list of Tensor objects. The inputs to this Operation.
* **output\_types**: list of DType objects. List of the types of the Tensors computed by this operation. The length of this list indicates the number of output endpoints of the Operation.
* **control\_inputs**: list of operations or tensors from which to have a control dependency.
* **input\_types**: List of DType objects representing the types of the tensors accepted by the Operation. By default uses [x.dtype.base\_dtype for x in inputs]. Operations that expect reference-typed inputs must specify these explicitly.
* **original\_op**: Optional. Used to associate the new Operation with an existing Operation(for example, a replica with the op that was replicated).
* **op\_def**: Optional. The op\_def\_pb2.OpDef proto that describes the op type that this Operation represents.

#### Raises:

* **TypeError**: if control inputs are not Operations or Tensors, or if node\_def is not a NodeDef, or if g is not a Graph, or if inputs are not tensors, or if inputs and input\_types are incompatible.
* **ValueError**: if the node\_def name is not valid.

## Properties

### control\_inputs

The Operation objects on which this op has a control dependency.

Before this op is executed, TensorFlow will ensure that the operations in self.control\_inputs have finished executing. This mechanism can be used to run ops sequentially for performance reasons, or to ensure that the side effects of an op are observed in the correct order.

#### Returns:

A list of Operation objects.

### device

The name of the device to which this op has been assigned, if any.

#### Returns:

The string name of the device to which this op has been assigned, or an empty string if it has not been assigned to a device.

### graph

The Graph that contains this operation.

### inputs

The list of Tensor objects representing the data inputs of this op.

### name

The full name of this operation.

### node\_def

Returns the NodeDef representation of this operation.

#### Returns:

A [NodeDef](https://www.tensorflow.org/code/tensorflow/core/framework/node_def.proto) protocol buffer.

### op\_def

Returns the OpDef proto that represents the type of this op.

#### Returns:

An [OpDef](https://www.tensorflow.org/code/tensorflow/core/framework/op_def.proto) protocol buffer.

### outputs

The list of Tensor objects representing the outputs of this op.

### traceback

Returns the call stack from when this operation was constructed.

### traceback\_with\_start\_lines

Same as traceback but includes start line of function definition.

#### Returns:

A list of 5-tuples (filename, lineno, name, code, func\_start\_lineno).

### type

The type of the op (e.g. "MatMul").

## Methods

### colocation\_groups

colocation\_groups()

Returns the list of colocation groups of the op.

### get\_attr

get\_attr(name)

Returns the value of the attr of this op with the given name.

#### Args:

* **name**: The name of the attr to fetch.

#### Returns:

The value of the attr, as a Python object.

#### Raises:

* **ValueError**: If this op does not have an attr with the given name.

### run

run(  
    feed\_dict=None,  
    session=None  
)

Runs this operation in a Session.

Calling this method will execute all preceding operations that produce the inputs needed for this operation.

N.B. Before invoking Operation.run(), its graph must have been launched in a session, and either a default session must be available, or session must be specified explicitly.

#### Args:

* **feed\_dict**: A dictionary that maps Tensor objects to feed values. See tf.Session.run for a description of the valid feed values.
* **session**: (Optional.) The Session to be used to run to this operation. If none, the default session will be used.

### values

values()

DEPRECATED: Use outputs.

# tf.pad
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Pads a tensor.

### Aliases:

* tf.compat.v2.pad
* tf.pad

tf.pad(  
    tensor,  
    paddings,  
    mode='CONSTANT',  
    constant\_values=0,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation pads a tensor according to the paddings you specify. paddings is an integer tensor with shape [n, 2], where n is the rank of tensor. For each dimension D of input, paddings[D, 0] indicates how many values to add before the contents of tensor in that dimension, andpaddings[D, 1] indicates how many values to add after the contents of tensor in that dimension. If mode is "REFLECT" then both paddings[D, 0] and paddings[D, 1] must be no greater than tensor.dim\_size(D) - 1. If mode is "SYMMETRIC" then both paddings[D, 0] and paddings[D, 1] must be no greater than tensor.dim\_size(D).

The padded size of each dimension D of the output is:

paddings[D, 0] + tensor.dim\_size(D) + paddings[D, 1]

#### For example:

t = tf.constant([[1, 2, 3], [4, 5, 6]])  
paddings = tf.constant([[1, 1,], [2, 2]])  
# 'constant\_values' is 0.  
# rank of 't' is 2.  
tf.pad(t, paddings, "CONSTANT")  # [[0, 0, 0, 0, 0, 0, 0],  
                                 #  [0, 0, 1, 2, 3, 0, 0],  
                                 #  [0, 0, 4, 5, 6, 0, 0],  
                                 #  [0, 0, 0, 0, 0, 0, 0]]  
  
tf.pad(t, paddings, "REFLECT")  # [[6, 5, 4, 5, 6, 5, 4],  
                                #  [3, 2, 1, 2, 3, 2, 1],  
                                #  [6, 5, 4, 5, 6, 5, 4],  
                                #  [3, 2, 1, 2, 3, 2, 1]]  
  
tf.pad(t, paddings, "SYMMETRIC")  # [[2, 1, 1, 2, 3, 3, 2],  
                                  #  [2, 1, 1, 2, 3, 3, 2],  
                                  #  [5, 4, 4, 5, 6, 6, 5],  
                                  #  [5, 4, 4, 5, 6, 6, 5]]

#### Args:

* **tensor**: A Tensor.
* **paddings**: A Tensor of type int32.
* **mode**: One of "CONSTANT", "REFLECT", or "SYMMETRIC" (case-insensitive)
* **constant\_values**: In "CONSTANT" mode, the scalar pad value to use. Must be same type as tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

#### Raises:

* **ValueError**: When mode is not one of "CONSTANT", "REFLECT", or "SYMMETRIC".

# tf.parallel\_stack

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/parallel_stack#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/parallel_stack#aliases)

Stacks a list of rank-R tensors into one rank-(R+1) tensor in parallel.

### Aliases:

* tf.compat.v1.parallel\_stack
* tf.compat.v2.parallel\_stack
* tf.parallel\_stack

tf.parallel\_stack(  
    values,  
    name='parallel\_stack'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Requires that the shape of inputs be known at graph construction time.

Packs the list of tensors in values into a tensor with rank one higher than each tensor in values, by packing them along the first dimension. Given a list of length N of tensors of shape (A, B, C); the output tensor will have the shape (N, A, B, C).

#### For example:

x = tf.constant([1, 4])  
y = tf.constant([2, 5])  
z = tf.constant([3, 6])  
tf.parallel\_stack([x, y, z])  # [[1, 4], [2, 5], [3, 6]]

The difference between stack and parallel\_stack is that stack requires all the inputs be computed before the operation will begin but doesn't require that the input shapes be known during graph construction.

parallel\_stack will copy pieces of the input into the output as they become available, in some situations this can provide a performance benefit.

Unlike stack, parallel\_stack does NOT support backpropagation.

This is the opposite of unstack. The numpy equivalent is

tf.parallel\_stack([x, y, z]) = np.asarray([x, y, z])

#### Args:

* **values**: A list of Tensor objects with the same shape and type.
* **name**: A name for this operation (optional).

#### Returns:

* **output**: A stacked Tensor with the same type as values.

# tf.print

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print#used_in_the_tutorials)

Print the specified inputs.

### Aliases:

* tf.compat.v1.print
* tf.compat.v2.print
* tf.print

tf.print(  
    \*inputs,  
    \*\*kwargs  
)

Defined in [python/ops/logging\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/logging_ops.py).

### Used in the guide:

* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)
* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Returns an operator that prints the specified inputs to a desired output stream or logging level. The inputs may be dense or sparse Tensors, primitive python objects, data structures that contain Tensors, and printable python objects. Printed tensors will recursively show the first and last summarizeelements of each dimension.

With eager execution enabled and/or inside a tf.contrib.eager.defun this operator will automatically execute, and users only need to call [tf.print](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print) without using the return value. When constructing graphs outside of a tf.contrib.eager.defun, one must either include the returned op in the input to session.run, or use the operator as a control dependency for executed ops by specifying with tf.control\_dependencies([print\_op]).

#### Example:

Single-input usage:

tf.compat.v1.enable\_eager\_execution()  
tensor = tf.range(10)  
tf.print(tensor, output\_stream=sys.stderr)

(This prints "[0 1 2 ... 7 8 9]" to sys.stderr)

Multi-input usage:

tf.compat.v1.enable\_eager\_execution()  
tensor = tf.range(10)  
tf.print("tensors:", tensor, {2: tensor \* 2}, output\_stream=sys.stdout)

(This prints "tensors: [0 1 2 ... 7 8 9] {2: [0 2 4 ... 14 16 18]}" to sys.stdout)

Usage in a defun:

tf.compat.v1.enable\_eager\_execution()  
  
@tf.contrib.eager.defun  
def f():  
    tensor = tf.range(10)  
    tf.print(tensor, output\_stream=sys.stderr)  
    return tensor  
  
range\_tensor = f()

(This prints "[0 1 2 ... 7 8 9]" to sys.stderr)

Usage when constructing graphs:

sess = tf.compat.v1.Session()  
with sess.as\_default():  
    tensor = tf.range(10)  
    print\_op = tf.print("tensors:", tensor, {2: tensor \* 2},  
                        output\_stream=sys.stdout)  
    with tf.control\_dependencies([print\_op]):  
      tripled\_tensor = tensor \* 3  
    sess.run(tripled\_tensor)

(This prints "tensors: [0 1 2 ... 7 8 9] {2: [0 2 4 ... 14 16 18]}" to sys.stdout)

**Note:** In Jupyter notebooks and colabs, this operator prints to the notebook cell outputs. It will not write to the notebook kernel's console logs.

#### Args:

* **\*inputs**: Positional arguments that are the inputs to print. Inputs in the printed output will be separated by spaces. Inputs may be python primitives, tensors, data structures such as dicts and lists that may contain tensors (with the data structures possibly nested in arbitrary ways), and printable python objects.
* **output\_stream**: The output stream, logging level, or file to print to. Defaults to sys.stderr, but sys.stdout, tf.compat.v1.logging.info, tf.compat.v1.logging.warning, and tf.compat.v1.logging.error are also supported. To print to a file, pass a string started with "file://" followed by the file path, e.g., "file:///tmp/foo.out".
* **summarize**: The first and last summarize elements within each dimension are recursively printed per Tensor. If None, then the first 3 and last 3 elements of each dimension are printed for each tensor. If set to -1, it will print all elements of every tensor.
* **sep**: The string to use to separate the inputs. Defaults to " ".
* **end**: End character that is appended at the end the printed string. Defaults to the newline character.
* **name**: A name for the operation (optional).

#### Returns:

A print operator that prints the specified inputs in the specified output stream or logging level.

#### Raises:

* **ValueError**: If an unsupported output stream is specified.

#### Python2 Compatibility

In python 2.7, make sure to import the following: from \_\_future\_\_ import print\_function

# tf.py\_function

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function#used_in_the_tutorials)

Wraps a python function into a TensorFlow op that executes it eagerly.

### Aliases:

* tf.compat.v1.py\_function
* tf.compat.v2.py\_function
* tf.py\_function

tf.py\_function(  
    func,  
    inp,  
    Tout,  
    name=None  
)

Defined in [python/ops/script\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/script_ops.py).

### Used in the tutorials:

* [Load text with tf.data](https://www.tensorflow.org/beta/tutorials/load_data/text)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [Using TFRecords and tf.Example](https://www.tensorflow.org/beta/tutorials/load_data/tf_records)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

This function allows expressing computations in a TensorFlow graph as Python functions. In particular, it wraps a Python function func in a once-differentiable TensorFlow operation that executes it with eager execution enabled. As a consequence, [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) makes it possible to express control flow using Python constructs (if, while, for, etc.), instead of TensorFlow control flow constructs ([tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond), [tf.while\_loop](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/while_loop)). For example, you might use [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) to implement the log huber function:

def log\_huber(x, m):  
  if tf.abs(x) <= m:  
    return x\*\*2  
  else:  
    return m\*\*2 \* (1 - 2 \* tf.math.log(m) + tf.math.log(x\*\*2))  
  
x = tf.compat.v1.placeholder(tf.float32)  
m = tf.compat.v1.placeholder(tf.float32)  
  
y = tf.py\_function(func=log\_huber, inp=[x, m], Tout=tf.float32)  
dy\_dx = tf.gradients(y, x)[0]  
  
with tf.compat.v1.Session() as sess:  
  # The session executes `log\_huber` eagerly. Given the feed values below,  
  # it will take the first branch, so `y` evaluates to 1.0 and  
  # `dy\_dx` evaluates to 2.0.  
  y, dy\_dx = sess.run([y, dy\_dx], feed\_dict={x: 1.0, m: 2.0})

You can also use [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) to debug your models at runtime using Python tools, i.e., you can isolate portions of your code that you want to debug, wrap them in Python functions and insert pdbtracepoints or print statements as desired, and wrap those functions in [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function).

For more information on eager execution, see the [Eager guide](https://tensorflow.org/guide/eager).

[tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) is similar in spirit to [tf.compat.v1.py\_func](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/py_func), but unlike the latter, the former lets you use TensorFlow operations in the wrapped Python function. In particular, while [tf.compat.v1.py\_func](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/py_func) only runs on CPUs and wraps functions that take NumPy arrays as inputs and return NumPy arrays as outputs, [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) can be placed on GPUs and wraps functions that take Tensors as inputs, execute TensorFlow operations in their bodies, and return Tensors as outputs.

Like [tf.compat.v1.py\_func](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/py_func), [tf.py\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function) has the following limitations with respect to serialization and distribution:

* The body of the function (i.e. func) will not be serialized in a GraphDef. Therefore, you should not use this function if you need to serialize your model and restore it in a different environment.
* The operation must run in the same address space as the Python program that calls tf.py\_function(). If you are using distributed TensorFlow, you must run a [tf.distribute.Server](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/distribute/Server) in the same process as the program that calls tf.py\_function()and you must pin the created operation to a device in that server (e.g. using with tf.device():).

#### Args:

* **func**: A Python function which accepts a list of Tensor objects having element types that match the corresponding [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects in inp and returns a list of Tensor objects (or a single Tensor, or None) having element types that match the corresponding values in Tout.
* **inp**: A list of Tensor objects.
* **Tout**: A list or tuple of tensorflow data types or a single tensorflow data type if there is only one, indicating what func returns; an empty list if no value is returned (i.e., if the return value is None).
* **name**: A name for the operation (optional).

#### Returns:

A list of Tensor or a single Tensor which func computes; an empty list if func returns None.

# tf.RaggedTensor

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#top_of_page)
* [Class RaggedTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#class_raggedtensor)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#used_in_the_guide)
  + [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#used_in_the_tutorials)

## Class RaggedTensor

Represents a ragged tensor.

### Aliases:

* Class tf.RaggedTensor
* Class tf.compat.v1.RaggedTensor
* Class tf.compat.v2.RaggedTensor

Defined in [python/ops/ragged/ragged\_tensor.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/ragged/ragged_tensor.py).

### Used in the guide:

* [Ragged Tensors](https://www.tensorflow.org/beta/guide/ragged_tensors)

### Used in the tutorials:

* [Unicode strings](https://www.tensorflow.org/beta/tutorials/text/unicode)

A RaggedTensor is a tensor with one or more ragged dimensions, which are dimensions whose slices may have different lengths. For example, the inner (column) dimension of rt=[[3, 1, 4, 1], [], [5, 9, 2], [6], []] is ragged, since the column slices (rt[0, :], ..., rt[4, :]) have different lengths. Dimensions whose slices all have the same length are called uniform dimensions. The outermost dimension of a RaggedTensor is always uniform, since it consists of a single slice (and so there is no possibility for differing slice lengths).

The total number of dimensions in a RaggedTensor is called its rank, and the number of ragged dimensions in a RaggedTensor is called its ragged-rank. A RaggedTensor's ragged-rank is fixed at graph creation time: it can't depend on the runtime values of Tensors, and can't vary dynamically for different session runs.

### Potentially Ragged Tensors

Many ops support both Tensors and RaggedTensors. The term "potentially ragged tensor" may be used to refer to a tensor that might be either a Tensor or a RaggedTensor. The ragged-rank of a Tensor is zero.

### Documenting RaggedTensor Shapes

When documenting the shape of a RaggedTensor, ragged dimensions can be indicated by enclosing them in parentheses. For example, the shape of a 3-D RaggedTensor that stores the fixed-size word embedding for each word in a sentence, for each sentence in a batch, could be written as[num\_sentences, (num\_words), embedding\_size]. The parentheses around (num\_words)indicate that dimension is ragged, and that the length of each element list in that dimension may vary for each item.

### Component Tensors

Internally, a RaggedTensor consists of a concatenated list of values that are partitioned into variable-length rows. In particular, each RaggedTensor consists of:

* A values tensor, which concatenates the variable-length rows into a flattened list. For example, the values tensor for [[3, 1, 4, 1], [], [5, 9, 2], [6], []] is [3, 1, 4, 1, 5, 9, 2, 6].
* A row\_splits vector, which indicates how those flattened values are divided into rows. In particular, the values for row rt[i] are stored in the slice rt.values[rt.row\_splits[i]:rt.row\_splits[i+1]].

#### Example:

>>> print(tf.RaggedTensor.from\_row\_splits(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     row\_splits=[0, 4, 4, 7, 8, 8]))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []]>

### Alternative Row-Partitioning Schemes

In addition to row\_splits, ragged tensors provide support for four other row-partitioning schemes:

* row\_lengths: a vector with shape [nrows], which specifies the length of each row.
* value\_rowids and nrows: value\_rowids is a vector with shape [nvals], corresponding one-to-one with values, which specifies each value's row index. In particular, the row rt[row]consists of the values rt.values[j] where value\_rowids[j]==row. nrows is an integer scalar that specifies the number of rows in the RaggedTensor. (nrows is used to indicate trailing empty rows.)
* row\_starts: a vector with shape [nrows], which specifies the start offset of each row. Equivalent to row\_splits[:-1].
* row\_limits: a vector with shape [nrows], which specifies the stop offset of each row. Equivalent to row\_splits[1:].

Example: The following ragged tensors are equivalent, and all represent the nested list [[3, 1, 4, 1], [], [5, 9, 2], [6], []].

>>> values = [3, 1, 4, 1, 5, 9, 2, 6]  
>>> rt1 = RaggedTensor.from\_row\_splits(values, row\_splits=[0, 4, 4, 7, 8, 8])  
>>> rt2 = RaggedTensor.from\_row\_lengths(values, row\_lengths=[4, 0, 3, 1, 0])  
>>> rt3 = RaggedTensor.from\_value\_rowids(  
...     values, value\_rowids=[0, 0, 0, 0, 2, 2, 2, 3], nrows=5)  
>>> rt4 = RaggedTensor.from\_row\_starts(values, row\_starts=[0, 4, 4, 7, 8])  
>>> rt5 = RaggedTensor.from\_row\_limits(values, row\_limits=[4, 4, 7, 8, 8])

### Multiple Ragged Dimensions

RaggedTensors with multiple ragged dimensions can be defined by using a nested RaggedTensorfor the values tensor. Each nested RaggedTensor adds a single ragged dimension.

>>> inner\_rt = RaggedTensor.from\_row\_splits(  # =rt1 from above  
...     values=[3, 1, 4, 1, 5, 9, 2, 6], row\_splits=[0, 4, 4, 7, 8, 8])  
>>> outer\_rt = RaggedTensor.from\_row\_splits(  
...     values=inner\_rt, row\_splits=[0, 3, 3, 5])  
>>> print outer\_rt.to\_list()  
[[[3, 1, 4, 1], [], [5, 9, 2]], [], [[6], []]]  
>>> print outer\_rt.ragged\_rank  
2

The factory function RaggedTensor.from\_nested\_row\_splits may be used to construct a RaggedTensor with multiple ragged dimensions directly, by providing a list of row\_splits tensors:

>>> RaggedTensor.from\_nested\_row\_splits(  
...     flat\_values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     nested\_row\_splits=([0, 3, 3, 5], [0, 4, 4, 7, 8, 8])).to\_list()  
[[[3, 1, 4, 1], [], [5, 9, 2]], [], [[6], []]]

### Uniform Inner Dimensions

RaggedTensors with uniform inner dimensions can be defined by using a multidimensional Tensorfor values.

>>> rt = RaggedTensor.from\_row\_splits(values=tf.ones([5, 3]),  
..                                    row\_splits=[0, 2, 5])  
>>> print rt.to\_list()  
[[[1, 1, 1], [1, 1, 1]],  
 [[1, 1, 1], [1, 1, 1], [1, 1, 1]]]  
 >>> print rt.shape  
 (2, ?, 3)

### RaggedTensor Shape Restrictions

The shape of a RaggedTensor is currently restricted to have the following form:

* A single uniform dimension
* Followed by one or more ragged dimensions
* Followed by zero or more uniform dimensions.

This restriction follows from the fact that each nested RaggedTensor replaces the uniform outermost dimension of its values with a uniform dimension followed by a ragged dimension.

## \_\_init\_\_

\_\_init\_\_(  
    values,  
    row\_splits,  
    cached\_row\_lengths=None,  
    cached\_value\_rowids=None,  
    cached\_nrows=None,  
    internal=False  
)

Creates a RaggedTensor with a specified partitioning for values.

This constructor is private -- please use one of the following ops to build RaggedTensors:

* [tf.RaggedTensor.from\_row\_lengths](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_row_lengths)
* [tf.RaggedTensor.from\_value\_rowids](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_value_rowids)
* [tf.RaggedTensor.from\_row\_splits](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_row_splits)
* [tf.RaggedTensor.from\_row\_starts](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_row_starts)
* [tf.RaggedTensor.from\_row\_limits](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_row_limits)
* [tf.RaggedTensor.from\_nested\_row\_splits](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_nested_row_splits)
* [tf.RaggedTensor.from\_nested\_row\_lengths](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_nested_row_lengths)
* [tf.RaggedTensor.from\_nested\_value\_rowids](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#from_nested_value_rowids)

#### Args:

* **values**: A potentially ragged tensor of any dtype and shape [nvals, ...].
* **row\_splits**: A 1-D integer tensor with shape [nrows+1].
* **cached\_row\_lengths**: A 1-D integer tensor with shape [nrows]
* **cached\_value\_rowids**: A 1-D integer tensor with shape [nvals].
* **cached\_nrows**: A 1-D integer scalar tensor.
* **internal**: True if the constructor is being called by one of the factory methods. If false, an exception will be raised.

#### Raises:

* **TypeError**: If a row partitioning tensor has an inappropriate dtype.
* **TypeError**: If exactly one row partitioning argument was not specified.
* **ValueError**: If a row partitioning tensor has an inappropriate shape.
* **ValueError**: If multiple partitioning arguments are specified.
* **ValueError**: If nrows is specified but value\_rowids is not None.

## Properties

### dtype

The DType of values in this tensor.

### flat\_values

The innermost values tensor for this ragged tensor.

Concretely, if rt.values is a Tensor, then rt.flat\_values is rt.values; otherwise, rt.flat\_values is rt.values.flat\_values.

Conceptually, flat\_values is the tensor formed by flattening the outermost dimension and all of the ragged dimensions into a single dimension.

rt.flat\_values.shape = [nvals] + rt.shape[rt.ragged\_rank + 1:] (where nvals is the number of items in the flattened dimensions).

#### Returns:

A Tensor.

#### Example:

>>> rt = ragged.constant([[[3, 1, 4, 1], [], [5, 9, 2]], [], [[6], []]])  
>>> print rt.flat\_values()  
tf.Tensor([3, 1, 4, 1, 5, 9, 2, 6])

### nested\_row\_splits

A tuple containing the row\_splits for all ragged dimensions.

rt.nested\_row\_splits is a tuple containing the row\_splits tensors for all ragged dimensions in rt, ordered from outermost to innermost. In particular, rt.nested\_row\_splits = (rt.row\_splits,) + value\_splits where:

\* `value\_splits = ()` if `rt.values` is a `Tensor`.  
\* `value\_splits = rt.values.nested\_row\_splits` otherwise.

#### Returns:

A tuple of 1-D integer Tensors.

#### Example:

>>> rt = ragged.constant([[[[3, 1, 4, 1], [], [5, 9, 2]], [], [[6], []]]])  
>>> for i, splits in enumerate(rt.nested\_row\_splits()):  
...   print('Splits for dimension %d: %s' % (i+1, splits))  
Splits for dimension 1: [0, 1]  
Splits for dimension 2: [0, 3, 3, 5]  
Splits for dimension 3: [0, 4, 4, 7, 8, 8]

### ragged\_rank

The number of ragged dimensions in this ragged tensor.

#### Returns:

A Python int indicating the number of ragged dimensions in this ragged tensor. The outermost dimension is not considered ragged.

### row\_splits

The row-split indices for this ragged tensor's values.

rt.row\_splits specifies where the values for each row begin and end in rt.values. In particular, the values for row rt[i] are stored in the slice rt.values[rt.row\_splits[i]:rt.row\_splits[i+1]].

#### Returns:

A 1-D integer Tensor with shape [self.nrows+1]. The returned tensor is non-empty, and is sorted in ascending order. self.row\_splits[0] is zero, and self.row\_splits[-1] is equal toself.values.shape[0].

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> print rt.row\_splits  # indices of row splits in rt.values  
tf.Tensor([0, 4, 4, 7, 8, 8])

### shape

The statically known shape of this ragged tensor.

#### Returns:

A TensorShape containing the statically known shape of this ragged tensor. Ragged dimensions have a size of None.

#### Examples:

>>> ragged.constant([[0], [1, 2]]).shape  
TensorShape([Dimension(2), Dimension(None)])  
  
>>> ragged.constant([[[0, 1]], [[1, 2], [3, 4]]], ragged\_rank=1).shape  
TensorShape([Dimension(2), Dimension(None), Dimension(2)

### values

The concatenated rows for this ragged tensor.

rt.values is a potentially ragged tensor formed by flattening the two outermost dimensions of rtinto a single dimension.

rt.values.shape = [nvals] + rt.shape[2:] (where nvals is the number of items in the outer two dimensions of rt).

rt.ragged\_rank = self.ragged\_rank - 1

#### Returns:

A potentially ragged tensor.

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> print rt.values  
tf.Tensor([3, 1, 4, 1, 5, 9, 2, 6])

## Methods

### \_\_abs\_\_

\_\_abs\_\_(  
    x,  
    name=None  
)

Computes the absolute value of a tensor.

Given a tensor of integer or floating-point values, this operation returns a tensor of the same type, where each element contains the absolute value of the corresponding element in the input.

Given a tensor x of complex numbers, this operation returns a tensor of type float32 or float64that is the absolute value of each element in x. All elements in x must be complex numbers of the form a+bj. The absolute value is computed as a2+b2. For example:

x = tf.constant([[-2.25 + 4.75j], [-3.25 + 5.75j]])  
tf.abs(x)  # [5.25594902, 6.60492229]

#### Args:

* **x**: A Tensor or SparseTensor of type float16, float32, float64, int32, int64, complex64 or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor the same size, type, and sparsity as x with absolute values. Note, for complex64 or complex128 input, the returned Tensor will be of type float32 or float64, respectively.

If x is a SparseTensor, returns SparseTensor(x.indices, tf.math.abs(x.values, ...), x.dense\_shape)

### \_\_add\_\_

\_\_add\_\_(  
    x,  
    y,  
    name=None  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_and\_\_

\_\_and\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_bool\_\_

\_\_bool\_\_(\_)

Dummy method to prevent a RaggedTensor from being used as a Python bool.

### \_\_div\_\_

\_\_div\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise (using Python 2 division operator semantics). (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Deprecated in favor of operator or tf.math.divide.

NOTE: Prefer using the Tensor division operator or tf.divide which obey Python 3 division operator semantics.

This function divides x and y, forcing Python 2 semantics. That is, if x and y are both integers then the result will be an integer. This is in contrast to Python 3, where division with / is always a float while division with // is always an integer.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_floordiv\_\_

\_\_floordiv\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

* **TypeError**: If the inputs are complex.

### \_\_ge\_\_

\_\_ge\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x >= y) element-wise.

NOTE: math.greater\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_getitem\_\_

\_\_getitem\_\_(key)

Returns the specified piece of this RaggedTensor.

Supports multidimensional indexing and slicing, with one restriction: indexing into a ragged inner dimension is not allowed. This case is problematic because the indicated value may exist in some rows but not others. In such cases, it's not obvious whether we should (1) report an IndexError; (2) use a default value; or (3) skip that value and return a tensor with fewer rows than we started with. Following the guiding principles of Python ("In the face of ambiguity, refuse the temptation to guess"), we simply disallow this operation.

Any dimensions added by array\_ops.newaxis will be ragged if the following dimension is ragged.

#### Args:

* **self**: The RaggedTensor to slice.
* **key**: Indicates which piece of the RaggedTensor to return, using standard Python semantics (e.g., negative values index from the end). key may have any of the following types:
  + int constant
  + Scalar integer Tensor
  + slice containing integer constants and/or scalar integer Tensors
  + Ellipsis
  + [tf.newaxis](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#newaxis)
  + tuple containing any of the above (for multidimentional indexing)

#### Returns:

A Tensor or RaggedTensor object. Values that include at least one ragged dimension are returned as RaggedTensor. Values that include no ragged dimensions are returned as Tensor. See above for examples of expressions that return Tensors vs RaggedTensors.

#### Raises:

* **ValueError**: If key is out of bounds.
* **ValueError**: If key is not supported.
* **TypeError**: If the indices in key have an unsupported type.

#### Examples:

>>> # A 2-D ragged tensor with 1 ragged dimension.  
>>> rt = ragged.constant([['a', 'b', 'c'], ['d', 'e'], ['f'], ['g']])  
>>> rt[0].eval().tolist()       # First row (1-D `Tensor`)  
['a', 'b', 'c']  
>>> rt[:3].eval().tolist()      # First three rows (2-D RaggedTensor)  
[['a', 'b', 'c'], ['d', 'e'], '[f'], [g']]  
>>> rt[3, 0].eval().tolist()    # 1st element of 4th row (scalar)  
'g'  
  
>>> # A 3-D ragged tensor with 2 ragged dimensions.  
>>> rt = ragged.constant([[[1, 2, 3], [4]],  
...                    [[5], [], [6]],  
...                    [[7]],  
...                    [[8, 9], [10]]])  
>>> rt[1].eval().tolist()       # Second row (2-D RaggedTensor)  
[[5], [], [6]]  
>>> rt[3, 0].eval().tolist()    # First element of fourth row (1-D Tensor)  
[8, 9]  
>>> rt[:, 1:3].eval().tolist()  # Items 1-3 of each row (3-D RaggedTensor)  
[[[4]], [[], [6]], [], [[10]]]  
>>> rt[:, -1:].eval().tolist()  # Last item of each row (3-D RaggedTensor)  
[[[4]], [[6]], [[7]], [[10]]]

### \_\_gt\_\_

\_\_gt\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x > y) element-wise.

NOTE: math.greater supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_invert\_\_

\_\_invert\_\_(  
    x,  
    name=None  
)

Returns the truth value of NOT x element-wise.

#### Args:

* **x**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_le\_\_

\_\_le\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x <= y) element-wise.

NOTE: math.less\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_lt\_\_

\_\_lt\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x < y) element-wise.

NOTE: math.less supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_mod\_\_

\_\_mod\_\_(  
    x,  
    y,  
    name=None  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_mul\_\_

\_\_mul\_\_(  
    x,  
    y,  
    name=None  
)

Returns x \* y element-wise.

NOTE: <a href="../tf/math/multiply"><code>tf.multiply</code></a> supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_neg\_\_

\_\_neg\_\_(  
    x,  
    name=None  
)

Computes numerical negative value element-wise.

I.e., y=−x.

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, int32, int64, complex64, complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

If x is a SparseTensor, returns SparseTensor(x.indices, tf.math.negative(x.values, ...), x.dense\_shape)

### \_\_nonzero\_\_

\_\_nonzero\_\_(\_)

Dummy method to prevent a RaggedTensor from being used as a Python bool.

### \_\_or\_\_

\_\_or\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_pow\_\_

\_\_pow\_\_(  
    x,  
    y,  
    name=None  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

* **x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_radd\_\_

\_\_radd\_\_(  
    x,  
    y,  
    name=None  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rand\_\_

\_\_rand\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rdiv\_\_

\_\_rdiv\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise (using Python 2 division operator semantics). (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Deprecated in favor of operator or tf.math.divide.

NOTE: Prefer using the Tensor division operator or tf.divide which obey Python 3 division operator semantics.

This function divides x and y, forcing Python 2 semantics. That is, if x and y are both integers then the result will be an integer. This is in contrast to Python 3, where division with / is always a float while division with // is always an integer.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_rfloordiv\_\_

\_\_rfloordiv\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

* **TypeError**: If the inputs are complex.

### \_\_rmod\_\_

\_\_rmod\_\_(  
    x,  
    y,  
    name=None  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rmul\_\_

\_\_rmul\_\_(  
    x,  
    y,  
    name=None  
)

Returns x \* y element-wise.

NOTE: <a href="../tf/math/multiply"><code>tf.multiply</code></a> supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_ror\_\_

\_\_ror\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rpow\_\_

\_\_rpow\_\_(  
    x,  
    y,  
    name=None  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

* **x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_rsub\_\_

\_\_rsub\_\_(  
    x,  
    y,  
    name=None  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rtruediv\_\_

\_\_rtruediv\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise (using Python 3 division operator semantics).

NOTE: Prefer using the Tensor operator or tf.divide which obey Python division operator semantics.

This function forces Python 3 division operator semantics where all integer arguments are cast to floating types first. This op is generated by normal x / y division in Python 3 and in Python 2.7 withfrom \_\_future\_\_ import division. If you want integer division that rounds down, use x // y or [tf.math.floordiv](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floordiv).

x and y must have the same numeric type. If the inputs are floating point, the output will have the same type. If the inputs are integral, the inputs are cast to float32 for int8 and int16 and float64 for int32 and int64 (matching the behavior of Numpy).

#### Args:

* **x**: Tensor numerator of numeric type.
* **y**: Tensor denominator of numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y evaluated in floating point.

#### Raises:

* **TypeError**: If x and y have different dtypes.

### \_\_rxor\_\_

\_\_rxor\_\_(  
    x,  
    y,  
    name='LogicalXor'  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

* **x**: A Tensor type bool.
* **y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### \_\_sub\_\_

\_\_sub\_\_(  
    x,  
    y,  
    name=None  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_truediv\_\_

\_\_truediv\_\_(  
    x,  
    y,  
    name=None  
)

Divides x / y elementwise (using Python 3 division operator semantics).

NOTE: Prefer using the Tensor operator or tf.divide which obey Python division operator semantics.

This function forces Python 3 division operator semantics where all integer arguments are cast to floating types first. This op is generated by normal x / y division in Python 3 and in Python 2.7 withfrom \_\_future\_\_ import division. If you want integer division that rounds down, use x // y or [tf.math.floordiv](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floordiv).

x and y must have the same numeric type. If the inputs are floating point, the output will have the same type. If the inputs are integral, the inputs are cast to float32 for int8 and int16 and float64 for int32 and int64 (matching the behavior of Numpy).

#### Args:

* **x**: Tensor numerator of numeric type.
* **y**: Tensor denominator of numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y evaluated in floating point.

#### Raises:

* **TypeError**: If x and y have different dtypes.

### \_\_xor\_\_

\_\_xor\_\_(  
    x,  
    y,  
    name='LogicalXor'  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

* **x**: A Tensor type bool.
* **y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### bounding\_shape

bounding\_shape(  
    axis=None,  
    name=None,  
    out\_type=None  
)

Returns the tight bounding box shape for this RaggedTensor.

#### Args:

* **axis**: An integer scalar or vector indicating which axes to return the bounding box for. If not specified, then the full bounding box is returned.
* **name**: A name prefix for the returned tensor (optional).
* **out\_type**: dtype for the returned tensor. Defaults to self.row\_splits.dtype.

#### Returns:

An integer Tensor (dtype=self.row\_splits.dtype). If axis is not specified, then output is a vector with output.shape=[self.shape.ndims]. If axis is a scalar, then the output is a scalar. If axis is a vector, then output is a vector, where output[i] is the bounding size for dimension axis[i].

#### Example:

>>> rt = ragged.constant([[1, 2, 3, 4], [5], [], [6, 7, 8, 9], [10]])  
>>> rt.bounding\_shape()  
[5, 4]

### consumers

consumers()

### from\_nested\_row\_lengths

@classmethod  
from\_nested\_row\_lengths(  
    cls,  
    flat\_values,  
    nested\_row\_lengths,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor from a nested list of row\_lengths tensors.

#### Equivalent to:

result = flat\_values  
for row\_lengths in reversed(nested\_row\_lengths):  
  result = from\_row\_lengths(result, row\_lengths)

#### Args:

* **flat\_values**: A potentially ragged tensor.
* **nested\_row\_lengths**: A list of 1-D integer tensors. The ith tensor is used as the row\_lengths for the ith ragged dimension.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor (or flat\_values if nested\_row\_lengths is empty).

### from\_nested\_row\_splits

@classmethod  
from\_nested\_row\_splits(  
    cls,  
    flat\_values,  
    nested\_row\_splits,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor from a nested list of row\_splits tensors.

#### Equivalent to:

result = flat\_values  
for row\_splits in reversed(nested\_row\_splits):  
  result = from\_row\_splits(result, row\_splits)

#### Args:

* **flat\_values**: A potentially ragged tensor.
* **nested\_row\_splits**: A list of 1-D integer tensors. The ith tensor is used as the row\_splitsfor the ith ragged dimension.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor (or flat\_values if nested\_row\_splits is empty).

### from\_nested\_value\_rowids

@classmethod  
from\_nested\_value\_rowids(  
    cls,  
    flat\_values,  
    nested\_value\_rowids,  
    nested\_nrows=None,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor from a nested list of value\_rowids tensors.

#### Equivalent to:

result = flat\_values  
for (rowids, nrows) in reversed(zip(nested\_value\_rowids, nested\_nrows)):  
  result = from\_value\_rowids(result, rowids, nrows)

#### Args:

* **flat\_values**: A potentially ragged tensor.
* **nested\_value\_rowids**: A list of 1-D integer tensors. The ith tensor is used as the value\_rowids for the ith ragged dimension.
* **nested\_nrows**: A list of integer scalars. The ith scalar is used as the nrows for the ith ragged dimension.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor (or flat\_values if nested\_value\_rowids is empty).

#### Raises:

* **ValueError**: If len(nested\_values\_rowids) != len(nested\_nrows).

### from\_row\_lengths

@classmethod  
from\_row\_lengths(  
    cls,  
    values,  
    row\_lengths,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor with rows partitioned by row\_lengths.

The returned RaggedTensor corresponds with the python list defined by:

result = [[values.pop(0) for i in range(length)]  
          for length in row\_lengths]

#### Args:

* **values**: A potentially ragged tensor with shape [nvals, ...].
* **row\_lengths**: A 1-D integer tensor with shape [nrows]. Must be nonnegative.sum(row\_lengths) must be nvals.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor. result.rank = values.rank + 1. result.ragged\_rank = values.ragged\_rank + 1.

#### Example:

>>> print(tf.RaggedTensor.from\_row\_lengths(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     row\_lengths=[4, 0, 3, 1, 0]))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []])>

### from\_row\_limits

@classmethod  
from\_row\_limits(  
    cls,  
    values,  
    row\_limits,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor with rows partitioned by row\_limits.

Equivalent to: from\_row\_splits(values, concat([0, row\_limits])).

#### Args:

* **values**: A potentially ragged tensor with shape [nvals, ...].
* **row\_limits**: A 1-D integer tensor with shape [nrows]. Must be sorted in ascending order. If nrows>0, then row\_limits[-1] must be nvals.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor. result.rank = values.rank + 1. result.ragged\_rank = values.ragged\_rank + 1.

#### Example:

>>> print(tf.RaggedTensor.from\_row\_limits(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     row\_limits=[4, 4, 7, 8, 8]))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []]>

### from\_row\_splits

@classmethod  
from\_row\_splits(  
    cls,  
    values,  
    row\_splits,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor with rows partitioned by row\_splits.

The returned RaggedTensor corresponds with the python list defined by:

result = [values[row\_splits[i]:row\_splits[i + 1]]  
          for i in range(len(row\_splits) - 1)]

#### Args:

* **values**: A potentially ragged tensor with shape [nvals, ...].
* **row\_splits**: A 1-D integer tensor with shape [nrows+1]. Must not be empty, and must be sorted in ascending order. row\_splits[0] must be zero and row\_splits[-1] must be nvals.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor. result.rank = values.rank + 1. result.ragged\_rank = values.ragged\_rank + 1.

#### Raises:

* **ValueError**: If row\_splits is an empty list.

#### Example:

>>> print(tf.RaggedTensor.from\_row\_splits(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     row\_splits=[0, 4, 4, 7, 8, 8]))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []]>

### from\_row\_starts

@classmethod  
from\_row\_starts(  
    cls,  
    values,  
    row\_starts,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor with rows partitioned by row\_starts.

Equivalent to: from\_row\_splits(values, concat([row\_starts, nvals])).

#### Args:

* **values**: A potentially ragged tensor with shape [nvals, ...].
* **row\_starts**: A 1-D integer tensor with shape [nrows]. Must be nonnegative and sorted in ascending order. If nrows>0, then row\_starts[0] must be zero.
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor. result.rank = values.rank + 1. result.ragged\_rank = values.ragged\_rank + 1.

#### Example:

>>> print(tf.RaggedTensor.from\_row\_starts(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     row\_starts=[0, 4, 4, 7, 8]))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []]>

### from\_sparse

@classmethod  
from\_sparse(  
    cls,  
    st\_input,  
    name=None,  
    row\_splits\_dtype=tf.dtypes.int64  
)

Converts a 2D [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor) to a RaggedTensor.

Each row of the output RaggedTensor will contain the explicit values from the same row in st\_input. st\_input must be ragged-right. If not it is not ragged-right, then an error will be generated.

#### Example:

>>> st = SparseTensor(indices=[[0, 1], [0, 2], [0, 3], [1, 0], [3, 0]],  
...                   values=[1, 2, 3, 4, 5],  
...                   dense\_shape=[4, 3])  
>>> rt.RaggedTensor.from\_sparse(st).eval().tolist()  
[[1, 2, 3], [4], [], [5]]

Currently, only two-dimensional SparseTensors are supported.

#### Args:

* **st\_input**: The sparse tensor to convert. Must have rank 2.
* **name**: A name prefix for the returned tensors (optional).
* **row\_splits\_dtype**: dtype for the returned RaggedTensor's row\_splits tensor. One of [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32) or [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

#### Returns:

A RaggedTensor with the same values as st\_input. output.ragged\_rank = rank(st\_input) - 1. output.shape = [st\_input.dense\_shape[0], None].

#### Raises:

* **ValueError**: If the number of dimensions in st\_input is not known statically, or is not two.

### from\_tensor

@classmethod  
from\_tensor(  
    cls,  
    tensor,  
    lengths=None,  
    padding=None,  
    ragged\_rank=1,  
    name=None,  
    row\_splits\_dtype=tf.dtypes.int64  
)

Converts a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) into a RaggedTensor.

The set of absent/default values may be specified using a vector of lengths or a padding value (but not both). If lengths is specified, then the output tensor will satisfy output[row] = tensor[row][:lengths[row]]. If 'lengths' is a list of lists or tuple of lists, those lists will be used as nested row lengths. If padding is specified, then any row suffix consisting entirely of padding will be excluded from the returned RaggedTensor. If neither lengths nor padding is specified, then the returned RaggedTensor will have no absent/default values.

#### Examples:

>>> dt = tf.constant([[5, 7, 0], [0, 3, 0], [6, 0, 0]])  
>>> tf.RaggedTensor.from\_tensor(dt)  
<tf.RaggedTensor [[5, 7, 0], [0, 3, 0], [6, 0, 0]]>  
>>> tf.RaggedTensor.from\_tensor(dt, lengths=[1, 0, 3])  
<tf.RaggedTensor [[5], [], [6, 0, 0]]>  
  
>>> tf.RaggedTensor.from\_tensor(dt, padding=0)  
<tf.RaggedTensor [[5, 7], [0, 3], [6]]>  
  
>>> dt = tf.constant([[[5, 0], [7, 0], [0, 0]],  
                      [[0, 0], [3, 0], [0, 0]],  
                      [[6, 0], [0, 0], [0, 0]]])  
>>> tf.RaggedTensor.from\_tensor(dt, lengths=([2, 0, 3], [1, 1, 2, 0, 1]))  
<tf.RaggedTensor [[[5], [7]], [], [[6, 0], [], [0]]]>

#### Args:

* **tensor**: The Tensor to convert. Must have rank ragged\_rank + 1 or higher.
* **lengths**: An optional set of row lengths, specified using a 1-D integer Tensor whose length is equal to tensor.shape[0] (the number of rows in tensor). If specified, then output[row]will contain tensor[row][:lengths[row]]. Negative lengths are treated as zero. You may optionally pass a list or tuple of lengths to this argument, which will be used as nested row lengths to construct a ragged tensor with multiple ragged dimensions.
* **padding**: An optional padding value. If specified, then any row suffix consisting entirely of padding will be excluded from the returned RaggedTensor. padding is a Tensor with the same dtype as tensor and with shape=tensor.shape[ragged\_rank + 1:].
* **ragged\_rank**: Integer specifying the ragged rank for the returned RaggedTensor. Must be greater than zero.
* **name**: A name prefix for the returned tensors (optional).
* **row\_splits\_dtype**: dtype for the returned RaggedTensor's row\_splits tensor. One of [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32) or [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

#### Returns:

A RaggedTensor with the specified ragged\_rank. The shape of the returned ragged tensor is compatible with the shape of tensor.

#### Raises:

* **ValueError**: If both lengths and padding are specified.

### from\_value\_rowids

@classmethod  
from\_value\_rowids(  
    cls,  
    values,  
    value\_rowids,  
    nrows=None,  
    name=None,  
    validate=True  
)

Creates a RaggedTensor with rows partitioned by value\_rowids.

The returned RaggedTensor corresponds with the python list defined by:

result = [[values[i] for i in range(len(values)) if value\_rowids[i] == row]  
          for row in range(nrows)]

#### Args:

* **values**: A potentially ragged tensor with shape [nvals, ...].
* **value\_rowids**: A 1-D integer tensor with shape [nvals], which corresponds one-to-one with values, and specifies each value's row index. Must be nonnegative, and must be sorted in ascending order.
* **nrows**: An integer scalar specifying the number of rows. This should be specified if the RaggedTensor may containing empty training rows. Must be greater than value\_rowids[-1](or zero if value\_rowids is empty). Defaults to value\_rowids[-1] (or zero if value\_rowidsis empty).
* **name**: A name prefix for the RaggedTensor (optional).
* **validate**: If true, then use assertions to check that the arguments form a valid RaggedTensor.

#### Returns:

A RaggedTensor. result.rank = values.rank + 1. result.ragged\_rank = values.ragged\_rank + 1.

#### Raises:

* **ValueError**: If nrows is incompatible with value\_rowids.

#### Example:

>>> print(tf.RaggedTensor.from\_value\_rowids(  
...     values=[3, 1, 4, 1, 5, 9, 2, 6],  
...     value\_rowids=[0, 0, 0, 0, 2, 2, 2, 3],  
...     nrows=5))  
<tf.RaggedTensor [[3, 1, 4, 1], [], [5, 9, 2], [6], []]>

### nested\_row\_lengths

nested\_row\_lengths(name=None)

Returns a tuple containing the row\_lengths for all ragged dimensions.

rtnested\_row\_lengths() is a tuple containing the row\_lengths tensors for all ragged dimensions in rt, ordered from outermost to innermost.

#### Args:

* **name**: A name prefix for the returned tensors (optional).

#### Returns:

A tuple of 1-D integer Tensors. The length of the tuple is equal to self.ragged\_rank.

### nrows

nrows(  
    out\_type=None,  
    name=None  
)

Returns the number of rows in this ragged tensor.

I.e., the size of the outermost dimension of the tensor.

#### Args:

* **out\_type**: dtype for the returned tensor. Defaults to self.row\_splits.dtype.
* **name**: A name prefix for the returned tensor (optional).

#### Returns:

A scalar Tensor with dtype out\_type.

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> rt.nrows()  # rt has 5 rows.  
5

### row\_lengths

row\_lengths(  
    axis=1,  
    name=None  
)

Returns the lengths of the rows in this ragged tensor.

rt.row\_lengths()[i] indicates the number of values in the ith row of rt.

#### Args:

* **axis**: An integer constant indicating the axis whose row lengths should be returned.
* **name**: A name prefix for the returned tensor (optional).

#### Returns:

A potentially ragged integer Tensor with shape self.shape[:axis].

#### Raises:

* **ValueError**: If axis is out of bounds.

#### Example:

>>> rt = ragged.constant([[[3, 1, 4], [1]], [], [[5, 9], [2]], [[6]], []])  
>>> rt.row\_lengths(rt)  # lengths of rows in rt  
tf.Tensor([2, 0, 2, 1, 0])  
>>> rt.row\_lengths(axis=2)  # lengths of axis=2 rows.  
<tf.RaggedTensor [[3, 1], [], [2, 1], [1], []]>

### row\_limits

row\_limits(name=None)

Returns the limit indices for rows in this ragged tensor.

These indices specify where the values for each row end in self.values. rt.row\_limits(self) is equal to rt.row\_splits[:-1].

#### Args:

* **name**: A name prefix for the returned tensor (optional).

#### Returns:

A 1-D integer Tensor with shape [nrows]. The returned tensor is nonnegative, and is sorted in ascending order.

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> rt.values  
tf.Tensor([3, 1, 4, 1, 5, 9, 2, 6])  
>>> rt.row\_limits()  # indices of row limits in rt.values  
tf.Tensor([4, 4, 7, 8, 8])

### row\_starts

row\_starts(name=None)

Returns the start indices for rows in this ragged tensor.

These indices specify where the values for each row begin in self.values. rt.row\_starts() is equal to rt.row\_splits[:-1].

#### Args:

* **name**: A name prefix for the returned tensor (optional).

#### Returns:

A 1-D integer Tensor with shape [nrows]. The returned tensor is nonnegative, and is sorted in ascending order.

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> rt.values  
tf.Tensor([3, 1, 4, 1, 5, 9, 2, 6])  
>>> rt.row\_starts()  # indices of row starts in rt.values  
tf.Tensor([0, 4, 4, 7, 8])

### to\_list

to\_list()

Returns a nested Python list with the values for this RaggedTensor.

Requires that rt was constructed in eager execution mode.

#### Returns:

A nested Python list.

### to\_sparse

to\_sparse(name=None)

Converts this RaggedTensor into a [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor).

#### Example:

>>> rt = ragged.constant([[1, 2, 3], [4], [], [5, 6]])  
>>> rt.to\_sparse().eval()  
SparseTensorValue(indices=[[0, 0], [0, 1], [0, 2], [1, 0], [3, 0], [3, 1]],  
                  values=[1, 2, 3, 4, 5, 6],  
                  dense\_shape=[4, 3])

#### Args:

* **name**: A name prefix for the returned tensors (optional).

#### Returns:

A SparseTensor with the same values as self.

### to\_tensor

to\_tensor(  
    default\_value=None,  
    name=None  
)

Converts this RaggedTensor into a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor).

#### Example:

>>> rt = ragged.constant([[9, 8, 7], [], [6, 5], [4]])  
>>> print rt.to\_tensor()  
[[9 8 7]  
 [0 0 0]  
 [6 5 0]  
 [4 0 0]]

#### Args:

* **default\_value**: Value to set for indices not specified in self. Defaults to zero.default\_value must be broadcastable to self.shape[self.ragged\_rank + 1:].
* **name**: A name prefix for the returned tensors (optional).

#### Returns:

A Tensor with shape ragged.bounding\_shape(self) and the values specified by the non-empty values in self. Empty values are assigned default\_value.

### value\_rowids

value\_rowids(name=None)

Returns the row indices for the values in this ragged tensor.

rt.value\_rowids() corresponds one-to-one with the outermost dimension of rt.values, and specifies the row containing each value. In particular, the row rt[row] consists of the values rt.values[j] where rt.value\_rowids()[j] == row.

#### Args:

* **name**: A name prefix for the returned tensor (optional).

#### Returns:

A 1-D integer Tensor with shape self.values.shape[:1]. The returned tensor is nonnegative, and is sorted in ascending order.

#### Example:

>>> rt = ragged.constant([[3, 1, 4, 1], [], [5, 9, 2], [6], []])  
>>> rt.values  
tf.Tensor([3, 1, 4, 1, 5, 9, 2, 6])  
>>> rt.value\_rowids()  
tf.Tensor([0, 0, 0, 0, 2, 2, 2, 3])  # corresponds 1:1 with rt.values

### with\_flat\_values

with\_flat\_values(new\_values)

Returns a copy of self with flat\_values replaced by new\_value.

Preserves cached row-partitioning tensors such as self.cached\_nrows andself.cached\_value\_rowids if they have values.

#### Args:

* **new\_values**: Potentially ragged tensor that should replace self.flat\_values. Must have rank > 0, and must have the same number of rows as self.flat\_values.

#### Returns:

A RaggedTensor. result.rank = self.ragged\_rank + new\_values.rank. result.ragged\_rank = self.ragged\_rank + new\_values.ragged\_rank.

### with\_row\_splits\_dtype

with\_row\_splits\_dtype(dtype)

Returns a copy of this RaggedTensor with the given row\_splits dtype.

For RaggedTensors with multiple ragged dimensions, the row\_splits for all nested RaggedTensorobjects are cast to the given dtype.

#### Args:

* **dtype**: The dtype for row\_splits. One of [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32) or [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

#### Returns:

A copy of this RaggedTensor, with the row\_splits cast to the given type.

### with\_values

with\_values(new\_values)

Returns a copy of self with values replaced by new\_value.

Preserves cached row-partitioning tensors such as self.cached\_nrows andself.cached\_value\_rowids if they have values.

#### Args:

* **new\_values**: Potentially ragged tensor to use as the values for the returned RaggedTensor. Must have rank > 0, and must have the same number of rows as self.values.

#### Returns:

A RaggedTensor. result.rank = 1 + new\_values.rank. result.ragged\_rank = 1 + new\_values.ragged\_rank

# tf.random\_normal\_initializer

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer#top_of_page)
* [Class random\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer#class_random_normal_initializer)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer#used_in_the_guide)
  + [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_normal_initializer#used_in_the_tutorials)

## Class random\_normal\_initializer

Initializer that generates tensors with a normal distribution.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers/Initializer)

### Aliases:

* Class tf.compat.v2.initializers.RandomNormal
* Class tf.compat.v2.keras.initializers.RandomNormal
* Class tf.compat.v2.random\_normal\_initializer
* Class tf.initializers.RandomNormal
* Class tf.keras.initializers.RandomNormal
* Class tf.random\_normal\_initializer

Defined in [python/ops/init\_ops\_v2.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops_v2.py).

### Used in the guide:

* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)

### Used in the tutorials:

* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)

#### Args:

* **mean**: a python scalar or a scalar tensor. Mean of the random values to generate.
* **stddev**: a python scalar or a scalar tensor. Standard deviation of the random values to generate.
* **seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

## \_\_init\_\_

\_\_init\_\_(  
    mean=0.0,  
    stddev=0.05,  
    seed=None  
)

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=tf.dtypes.float32  
)

Returns a tensor object initialized as specified by the initializer.

#### Args:

* **shape**: Shape of the tensor.
* **dtype**: Optional dtype of the tensor. Only floating point types are supported.

#### Raises:

* **ValueError**: If the dtype is not floating point

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

* **config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.random\_uniform\_initializer

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer#top_of_page)
* [Class random\_uniform\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer#class_random_uniform_initializer)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer#__init__)
* [Methods](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random_uniform_initializer#methods)

## Class random\_uniform\_initializer

Initializer that generates tensors with a uniform distribution.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers/Initializer)

### Aliases:

* Class tf.compat.v2.initializers.RandomUniform
* Class tf.compat.v2.keras.initializers.RandomUniform
* Class tf.compat.v2.random\_uniform\_initializer
* Class tf.initializers.RandomUniform
* Class tf.keras.initializers.RandomUniform
* Class tf.random\_uniform\_initializer

Defined in [python/ops/init\_ops\_v2.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops_v2.py).

#### Args:

* **minval**: A python scalar or a scalar tensor. Lower bound of the range of random values to generate.
* **maxval**: A python scalar or a scalar tensor. Upper bound of the range of random values to generate. Defaults to 1 for float types.
* **seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

## \_\_init\_\_

\_\_init\_\_(  
    minval=-0.05,  
    maxval=0.05,  
    seed=None  
)

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=tf.dtypes.float32  
)

Returns a tensor object initialized as specified by the initializer.

#### Args:

* **shape**: Shape of the tensor.
* **dtype**: Optional dtype of the tensor. Only floating point and integer types are supported.

#### Raises:

* **ValueError**: If the dtype is not numeric.

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

* **config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.range

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range#used_in_the_tutorials)

Creates a sequence of numbers.

### Aliases:

* tf.compat.v1.range
* tf.compat.v2.range
* tf.range

tf.range(limit, delta=1, dtype=None, name='range')  
tf.range(start, limit, delta=1, dtype=None, name='range')

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

### Used in the guide:

* [Training checkpoints](https://www.tensorflow.org/beta/guide/checkpoints)
* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Creates a sequence of numbers that begins at start and extends by increments of delta up to but not including limit.

The dtype of the resulting tensor is inferred from the inputs unless it is provided explicitly.

Like the Python builtin range, start defaults to 0, so that range(n) = range(0, n).

#### For example:

start = 3  
limit = 18  
delta = 3  
tf.range(start, limit, delta)  # [3, 6, 9, 12, 15]  
  
start = 3  
limit = 1  
delta = -0.5  
tf.range(start, limit, delta)  # [3, 2.5, 2, 1.5]  
  
limit = 5  
tf.range(limit)  # [0, 1, 2, 3, 4]

#### Args:

* **start**: A 0-D Tensor (scalar). Acts as first entry in the range if limit is not None; otherwise, acts as range limit and first entry defaults to 0.
* **limit**: A 0-D Tensor (scalar). Upper limit of sequence, exclusive. If None, defaults to the value of start while the first entry of the range defaults to 0.
* **delta**: A 0-D Tensor (scalar). Number that increments start. Defaults to 1.
* **dtype**: The type of the elements of the resulting tensor.
* **name**: A name for the operation. Defaults to "range".

#### Returns:

An 1-D Tensor of type dtype.

#### Numpy Compatibility

Equivalent to np.arange

# tf.rank

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/rank#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/rank#aliases)

Returns the rank of a tensor.

### Aliases:

* tf.compat.v1.rank
* tf.compat.v2.rank
* tf.rank

tf.rank(  
    input,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Returns a 0-D int32 Tensor representing the rank of input.

#### For example:

# shape of tensor 't' is [2, 2, 3]  
t = tf.constant([[[1, 1, 1], [2, 2, 2]], [[3, 3, 3], [4, 4, 4]]])  
tf.rank(t)  # 3

**Note**: The rank of a tensor is not the same as the rank of a matrix. The rank of a tensor is the number of indices required to uniquely select each element of the tensor. Rank is also known as "order", "degree", or "ndims."

#### Args:

* **input**: A Tensor or SparseTensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type int32.

#### Numpy Compatibility

Equivalent to np.ndim

# tf.realdiv

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/realdiv#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/realdiv#aliases)

Returns x / y element-wise for real types.

### Aliases:

* tf.compat.v1.realdiv
* tf.compat.v2.realdiv
* tf.realdiv

tf.realdiv(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

If x and y are reals, this will return the floating-point division.

NOTE: Div supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.reduce\_all

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reduce_all#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reduce_all#aliases)

Computes the "logical and" of elements across dimensions of a tensor.

### Aliases:

* tf.compat.v2.math.reduce\_all
* tf.compat.v2.reduce\_all
* tf.math.reduce\_all
* tf.reduce\_all

tf.reduce\_all(  
    input\_tensor,  
    axis=None,  
    keepdims=False,  
    name=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### For example:

x = tf.constant([[True,  True], [False, False]])  
tf.reduce\_all(x)  # False  
tf.reduce\_all(x, 0)  # [False, False]  
tf.reduce\_all(x, 1)  # [True, False]

#### Args:

* **input\_tensor**: The boolean tensor to reduce.
* **axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).
* **keepdims**: If true, retains reduced dimensions with length 1.
* **name**: A name for the operation (optional).

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.all

# tf.RegisterGradient

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#top_of_page)
* [Class RegisterGradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#class_registergradient)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#__init__)
* [Methods](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#methods)
  + [\_\_call\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient#__call__)

## Class RegisterGradient

A decorator for registering the gradient function for an op type.

### Aliases:

* Class tf.RegisterGradient
* Class tf.compat.v1.RegisterGradient
* Class tf.compat.v2.RegisterGradient

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

This decorator is only used when defining a new op type. For an op with m inputs and n outputs, the gradient function is a function that takes the original Operation and n Tensor objects (representing the gradients with respect to each output of the op), and returns m Tensor objects (representing the partial gradients with respect to each input of the op).

For example, assuming that operations of type "Sub" take two inputs x and y, and return a single output x - y, the following gradient function would be registered:

@tf.RegisterGradient("Sub")  
def \_sub\_grad(unused\_op, grad):  
  return grad, tf.negative(grad)

The decorator argument op\_type is the string type of an operation. This corresponds to the OpDef.name field for the proto that defines the operation.

## \_\_init\_\_

\_\_init\_\_(op\_type)

Creates a new decorator with op\_type as the Operation type.

#### Args:

* **op\_type**: The string type of an operation. This corresponds to the OpDef.name field for the proto that defines the operation.

## Methods

### \_\_call\_\_

\_\_call\_\_(f)

Registers the function f as gradient function for op\_type.

# tf.register\_tensor\_conversion\_function

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/register_tensor_conversion_function#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/register_tensor_conversion_function#aliases)

Registers a function for converting objects of base\_type to Tensor.

### Aliases:

* tf.compat.v1.register\_tensor\_conversion\_function
* tf.compat.v2.register\_tensor\_conversion\_function
* tf.register\_tensor\_conversion\_function

tf.register\_tensor\_conversion\_function(  
    base\_type,  
    conversion\_func,  
    priority=100  
)

Defined in [python/framework/tensor\_conversion\_registry.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_conversion_registry.py).

The conversion function must have the following signature:

    def conversion\_func(value, dtype=None, name=None, as\_ref=False):  
      # ...

It must return a Tensor with the given dtype if specified. If the conversion function creates a new Tensor, it should use the given name if specified. All exceptions will be propagated to the caller.

The conversion function may return NotImplemented for some inputs. In this case, the conversion process will continue to try subsequent conversion functions.

If as\_ref is true, the function must return a Tensor reference, such as a Variable.

NOTE: The conversion functions will execute in order of priority, followed by order of registration. To ensure that a conversion function F runs before another conversion function G, ensure that F is registered with a smaller priority than G.

#### Args:

* **base\_type**: The base type or tuple of base types for all objects that conversion\_funcaccepts.
* **conversion\_func**: A function that converts instances of base\_type to Tensor.
* **priority**: Optional integer that indicates the priority for applying this conversion function. Conversion functions with smaller priority values run earlier than conversion functions with larger priority values. Defaults to 100.

#### Raises:

* **TypeError**: If the arguments do not have the appropriate type.

# tf.required\_space\_to\_batch\_paddings

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/required_space_to_batch_paddings#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/required_space_to_batch_paddings#aliases)

Calculate padding required to make block\_shape divide input\_shape.

### Aliases:

* tf.compat.v1.required\_space\_to\_batch\_paddings
* tf.compat.v2.required\_space\_to\_batch\_paddings
* tf.required\_space\_to\_batch\_paddings

tf.required\_space\_to\_batch\_paddings(  
    input\_shape,  
    block\_shape,  
    base\_paddings=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This function can be used to calculate a suitable paddings argument for use with space\_to\_batch\_nd and batch\_to\_space\_nd.

#### Args:

* **input\_shape**: int32 Tensor of shape [N].
* **block\_shape**: int32 Tensor of shape [N].
* **base\_paddings**: Optional int32 Tensor of shape [N, 2]. Specifies the minimum amount of padding to use. All elements must be >= 0. If not specified, defaults to 0.
* **name**: string. Optional name prefix.

#### Returns:

(paddings, crops), where:

paddings and crops are int32 Tensors of rank 2 and shape [N, 2]

* **satisfying**: paddings[i, 0] = base\_paddings[i, 0]. 0 <= paddings[i, 1] - base\_paddings[i, 1] < block\_shape[i](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/input_shape%5Bi%5D%20+%20paddings%5Bi,%200%5D%20+%20paddings%5Bi,%201%5D) % block\_shape[i] == 0

crops[i, 0] = 0 crops[i, 1] = paddings[i, 1] - base\_paddings[i, 1]

Raises: ValueError if called with incompatible shapes.

# tf.reshape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape#used_in_the_tutorials)

Reshapes a tensor.

### Aliases:

* tf.compat.v1.manip.reshape
* tf.compat.v1.reshape
* tf.compat.v2.reshape
* tf.reshape

tf.reshape(  
    tensor,  
    shape,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

### Used in the tutorials:

* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)
* [Load CSV with tf.data](https://www.tensorflow.org/beta/tutorials/load_data/csv)
* [Load images with tf.data](https://www.tensorflow.org/beta/tutorials/load_data/images)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [Using TFRecords and tf.Example](https://www.tensorflow.org/beta/tutorials/load_data/tf_records)

Given tensor, this operation returns a tensor that has the same values as tensor with shape shape.

If one component of shape is the special value -1, the size of that dimension is computed so that the total size remains constant. In particular, a shape of [-1] flattens into 1-D. At most one component of shape can be -1.

If shape is 1-D or higher, then the operation returns a tensor with shape shape filled with the values of tensor. In this case, the number of elements implied by shape must be the same as the number of elements in tensor.

#### For example:

# tensor 't' is [1, 2, 3, 4, 5, 6, 7, 8, 9]  
# tensor 't' has shape [9]  
reshape(t, [3, 3]) ==> [[1, 2, 3],  
                        [4, 5, 6],  
                        [7, 8, 9]]  
  
# tensor 't' is [[[1, 1], [2, 2]],  
#                [[3, 3], [4, 4]]]  
# tensor 't' has shape [2, 2, 2]  
reshape(t, [2, 4]) ==> [[1, 1, 2, 2],  
                        [3, 3, 4, 4]]  
  
# tensor 't' is [[[1, 1, 1],  
#                 [2, 2, 2]],  
#                [[3, 3, 3],  
#                 [4, 4, 4]],  
#                [[5, 5, 5],  
#                 [6, 6, 6]]]  
# tensor 't' has shape [3, 2, 3]  
# pass '[-1]' to flatten 't'  
reshape(t, [-1]) ==> [1, 1, 1, 2, 2, 2, 3, 3, 3, 4, 4, 4, 5, 5, 5, 6, 6, 6]  
  
# -1 can also be used to infer the shape  
  
# -1 is inferred to be 9:  
reshape(t, [2, -1]) ==> [[1, 1, 1, 2, 2, 2, 3, 3, 3],  
                         [4, 4, 4, 5, 5, 5, 6, 6, 6]]  
# -1 is inferred to be 2:  
reshape(t, [-1, 9]) ==> [[1, 1, 1, 2, 2, 2, 3, 3, 3],  
                         [4, 4, 4, 5, 5, 5, 6, 6, 6]]  
# -1 is inferred to be 3:  
reshape(t, [ 2, -1, 3]) ==> [[[1, 1, 1],  
                              [2, 2, 2],  
                              [3, 3, 3]],  
                             [[4, 4, 4],  
                              [5, 5, 5],  
                              [6, 6, 6]]]  
  
# tensor 't' is [7]  
# shape `[]` reshapes to a scalar  
reshape(t, []) ==> 7

#### Args:

* **tensor**: A Tensor.
* **shape**: A Tensor. Must be one of the following types: int32, int64. Defines the shape of the output tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

# tf.reverse

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse#aliases)

Reverses specific dimensions of a tensor.

### Aliases:

* tf.compat.v1.manip.reverse
* tf.compat.v1.reverse
* tf.compat.v1.reverse\_v2
* tf.compat.v2.reverse
* tf.reverse

tf.reverse(  
    tensor,  
    axis,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

NOTE [tf.reverse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse) has now changed behavior in preparation for 1.0. tf.reverse\_v2 is currently an alias that will be deprecated before TF 1.0.

Given a tensor, and a int32 tensor axis representing the set of dimensions of tensor to reverse. This operation reverses each dimension i for which there exists j s.t. axis[j] == i.

tensor can have up to 8 dimensions. The number of dimensions specified in axis may be 0 or more entries. If an index is specified more than once, a InvalidArgument error is raised.

#### For example:

# tensor 't' is [[[[ 0,  1,  2,  3],  
#                  [ 4,  5,  6,  7],  
#                  [ 8,  9, 10, 11]],  
#                 [[12, 13, 14, 15],  
#                  [16, 17, 18, 19],  
#                  [20, 21, 22, 23]]]]  
# tensor 't' shape is [1, 2, 3, 4]  
  
# 'dims' is [3] or 'dims' is [-1]  
reverse(t, dims) ==> [[[[ 3,  2,  1,  0],  
                        [ 7,  6,  5,  4],  
                        [ 11, 10, 9, 8]],  
                       [[15, 14, 13, 12],  
                        [19, 18, 17, 16],  
                        [23, 22, 21, 20]]]]  
  
# 'dims' is '[1]' (or 'dims' is '[-3]')  
reverse(t, dims) ==> [[[[12, 13, 14, 15],  
                        [16, 17, 18, 19],  
                        [20, 21, 22, 23]  
                       [[ 0,  1,  2,  3],  
                        [ 4,  5,  6,  7],  
                        [ 8,  9, 10, 11]]]]  
  
# 'dims' is '[2]' (or 'dims' is '[-2]')  
reverse(t, dims) ==> [[[[8, 9, 10, 11],  
                        [4, 5, 6, 7],  
                        [0, 1, 2, 3]]  
                       [[20, 21, 22, 23],  
                        [16, 17, 18, 19],  
                        [12, 13, 14, 15]]]]

#### Args:

* **tensor**: A Tensor. Must be one of the following types: uint8, int8, uint16, int16, int32, int64, bool, bfloat16, half, float32, float64, complex64, complex128, string. Up to 8-D.
* **axis**: A Tensor. Must be one of the following types: int32, int64. 1-D. The indices of the dimensions to reverse. Must be in the range [-rank(tensor), rank(tensor)).
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

# tf.reverse\_sequence

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse_sequence#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse_sequence#aliases)

Reverses variable length slices.

### Aliases:

* tf.compat.v2.reverse\_sequence
* tf.reverse\_sequence

tf.reverse\_sequence(  
    input,  
    seq\_lengths,  
    seq\_axis=None,  
    batch\_axis=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This op first slices input along the dimension batch\_axis, and for each slice i, reverses the first seq\_lengths[i] elements along the dimension seq\_axis.

The elements of seq\_lengths must obey seq\_lengths[i] <= input.dims[seq\_dim], and seq\_lengths must be a vector of length input.dims[batch\_dim].

The output slice i along dimension batch\_axis is then given by input slice i, with the first seq\_lengths[i] slices along dimension seq\_axis reversed.

#### For example:

# Given this:  
batch\_dim = 0  
seq\_dim = 1  
input.dims = (4, 8, ...)  
seq\_lengths = [7, 2, 3, 5]  
  
# then slices of input are reversed on seq\_dim, but only up to seq\_lengths:  
output[0, 0:7, :, ...] = input[0, 7:0:-1, :, ...]  
output[1, 0:2, :, ...] = input[1, 2:0:-1, :, ...]  
output[2, 0:3, :, ...] = input[2, 3:0:-1, :, ...]  
output[3, 0:5, :, ...] = input[3, 5:0:-1, :, ...]  
  
# while entries past seq\_lens are copied through:  
output[0, 7:, :, ...] = input[0, 7:, :, ...]  
output[1, 2:, :, ...] = input[1, 2:, :, ...]  
output[2, 3:, :, ...] = input[2, 3:, :, ...]  
output[3, 2:, :, ...] = input[3, 2:, :, ...]

In contrast, if:

# Given this:  
batch\_dim = 2  
seq\_dim = 0  
input.dims = (8, ?, 4, ...)  
seq\_lengths = [7, 2, 3, 5]  
  
# then slices of input are reversed on seq\_dim, but only up to seq\_lengths:  
output[0:7, :, 0, :, ...] = input[7:0:-1, :, 0, :, ...]  
output[0:2, :, 1, :, ...] = input[2:0:-1, :, 1, :, ...]  
output[0:3, :, 2, :, ...] = input[3:0:-1, :, 2, :, ...]  
output[0:5, :, 3, :, ...] = input[5:0:-1, :, 3, :, ...]  
  
# while entries past seq\_lens are copied through:  
output[7:, :, 0, :, ...] = input[7:, :, 0, :, ...]  
output[2:, :, 1, :, ...] = input[2:, :, 1, :, ...]  
output[3:, :, 2, :, ...] = input[3:, :, 2, :, ...]  
output[2:, :, 3, :, ...] = input[2:, :, 3, :, ...]

#### Args:

* **input**: A Tensor. The input to reverse.
* **seq\_lengths**: A Tensor. Must be one of the following types: int32, int64. 1-D with length input.dims(batch\_dim) and max(seq\_lengths) <= input.dims(seq\_dim)
* **seq\_axis**: An int. The dimension which is partially reversed.
* **batch\_axis**: An optional int. Defaults to 0. The dimension along which reversal is performed.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.roll

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/roll#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/roll#aliases)

Rolls the elements of a tensor along an axis.

### Aliases:

* tf.compat.v1.manip.roll
* tf.compat.v1.roll
* tf.compat.v2.roll
* tf.roll

tf.roll(  
    input,  
    shift,  
    axis,  
    name=None  
)

Defined in [python/ops/manip\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/manip_ops.py).

The elements are shifted positively (towards larger indices) by the offset of shift along the dimension of axis. Negative shift values will shift elements in the opposite direction. Elements that roll passed the last position will wrap around to the first and vice versa. Multiple shifts along multiple axes may be specified.

#### For example:

# 't' is [0, 1, 2, 3, 4]  
roll(t, shift=2, axis=0) ==> [3, 4, 0, 1, 2]  
  
# shifting along multiple dimensions  
# 't' is [[0, 1, 2, 3, 4], [5, 6, 7, 8, 9]]  
roll(t, shift=[1, -2], axis=[0, 1]) ==> [[7, 8, 9, 5, 6], [2, 3, 4, 0, 1]]  
  
# shifting along the same axis multiple times  
# 't' is [[0, 1, 2, 3, 4], [5, 6, 7, 8, 9]]  
roll(t, shift=[2, -3], axis=[1, 1]) ==> [[1, 2, 3, 4, 0], [6, 7, 8, 9, 5]]

#### Args:

* **input**: A Tensor.
* **shift**: A Tensor. Must be one of the following types: int32, int64. Dimension must be 0-D or 1-D. shift[i] specifies the number of places by which elements are shifted positively (towards larger indices) along the dimension specified by axis[i]. Negative shifts will roll the elements in the opposite direction.
* **axis**: A Tensor. Must be one of the following types: int32, int64. Dimension must be 0-D or 1-D. axis[i] specifies the dimension that the shift shift[i] should occur. If the same axis is referenced more than once, the total shift for that axis will be the sum of all the shifts that belong to that axis.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.scan

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scan#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scan#aliases)

scan on the list of tensors unpacked from elems on dimension 0.

### Aliases:

* tf.compat.v1.scan
* tf.compat.v2.scan
* tf.scan

tf.scan(  
    fn,  
    elems,  
    initializer=None,  
    parallel\_iterations=10,  
    back\_prop=True,  
    swap\_memory=False,  
    infer\_shape=True,  
    reverse=False,  
    name=None  
)

Defined in [python/ops/functional\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/functional_ops.py).

The simplest version of scan repeatedly applies the callable fn to a sequence of elements from first to last. The elements are made of the tensors unpacked from elems on dimension 0. The callable fn takes two tensors as arguments. The first argument is the accumulated value computed from the preceding invocation of fn. If initializer is None, elems must contain at least one element, and its first element is used as the initializer.

Suppose that elems is unpacked into values, a list of tensors. The shape of the result tensor is [len(values)] + fn(initializer, values[0]).shape. If reverse=True, it's fn(initializer, values[-1]).shape.

This method also allows multi-arity elems and accumulator. If elems is a (possibly nested) list or tuple of tensors, then each of these tensors must have a matching first (unpack) dimension. The second argument of fn must match the structure of elems.

If no initializer is provided, the output structure and dtypes of fn are assumed to be the same as its input; and in this case, the first argument of fn must match the structure of elems.

If an initializer is provided, then the output of fn must have the same structure as initializer; and the first argument of fn must match this structure.

For example, if elems is (t1, [t2, t3]) and initializer is [i1, i2] then an appropriate signature for fn in python2 is: fn = lambda (acc\_p1, acc\_p2), (t1, [t2, t3]): and fnmust return a list, [acc\_n1, acc\_n2]. An alternative correct signature for fn, and the one that works in python3, is: fn = lambda a, t:, where a and t correspond to the input tuples.

#### Args:

* **fn**: The callable to be performed. It accepts two arguments. The first will have the same structure as initializer if one is provided, otherwise it will have the same structure as elems. The second will have the same (possibly nested) structure as elems. Its output must have the same structure as initializer if one is provided, otherwise it must have the same structure as elems.
* **elems**: A tensor or (possibly nested) sequence of tensors, each of which will be unpacked along their first dimension. The nested sequence of the resulting slices will be the first argument to fn.
* **initializer**: (optional) A tensor or (possibly nested) sequence of tensors, initial value for the accumulator, and the expected output type of fn.
* **parallel\_iterations**: (optional) The number of iterations allowed to run in parallel.
* **back\_prop**: (optional) True enables support for back propagation.
* **swap\_memory**: (optional) True enables GPU-CPU memory swapping.
* **infer\_shape**: (optional) False disables tests for consistent output shapes.
* **reverse**: (optional) True scans the tensor last to first (instead of first to last).
* **name**: (optional) Name prefix for the returned tensors.

#### Returns:

A tensor or (possibly nested) sequence of tensors. Each tensor packs the results of applying fn to tensors unpacked from elems along the first dimension, and the previous accumulator value(s), from first to last (or last to first, if reverse=True).

#### Raises:

* **TypeError**: if fn is not callable or the structure of the output of fn and initializer do not match.
* **ValueError**: if the lengths of the output of fn and initializer do not match.

#### Examples:

elems = np.array([1, 2, 3, 4, 5, 6])  
sum = scan(lambda a, x: a + x, elems)  
# sum == [1, 3, 6, 10, 15, 21]  
sum = scan(lambda a, x: a + x, elems, reverse=True)  
# sum == [21, 20, 18, 15, 11, 6]

elems = np.array([1, 2, 3, 4, 5, 6])  
initializer = np.array(0)  
sum\_one = scan(  
    lambda a, x: x[0] - x[1] + a, (elems + 1, elems), initializer)  
# sum\_one == [1, 2, 3, 4, 5, 6]

elems = np.array([1, 0, 0, 0, 0, 0])  
initializer = (np.array(0), np.array(1))  
fibonaccis = scan(lambda a, \_: (a[1], a[0] + a[1]), elems, initializer)  
# fibonaccis == ([1, 1, 2, 3, 5, 8], [1, 2, 3, 5, 8, 13])

# tf.scatter\_nd

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd#aliases)

Scatter updates into a new tensor according to indices.

### Aliases:

* tf.compat.v1.manip.scatter\_nd
* tf.compat.v1.scatter\_nd
* tf.compat.v2.scatter\_nd
* tf.scatter\_nd

tf.scatter\_nd(  
    indices,  
    updates,  
    shape,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

Creates a new tensor by applying sparse updates to individual values or slices within a tensor (initially zero for numeric, empty for string) of the given shape according to indices. This operator is the inverse of the [tf.gather\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd) operator which extracts values or slices from a given tensor.

This operation is similar to tensor\_scatter\_add, except that the tensor is zero-initialized. Calling tf.scatter\_nd(indices, values, shape) is identical to tensor\_scatter\_add(tf.zeros(shape, values.dtype), indices, values)

If indices contains duplicates, then their updates are accumulated (summed).

**WARNING**: The order in which updates are applied is nondeterministic, so the output will be nondeterministic if indices contains duplicates -- because of some numerical approximation issues, numbers summed in different order may yield different results.

indices is an integer tensor containing indices into a new tensor of shape shape. The last dimension of indices can be at most the rank of shape:

indices.shape[-1] <= shape.rank

The last dimension of indices corresponds to indices into elements (if indices.shape[-1] = shape.rank) or slices (if indices.shape[-1] < shape.rank) along dimension indices.shape[-1] of shape. updates is a tensor with shape

indices.shape[:-1] + shape[indices.shape[-1]:]

The simplest form of scatter is to insert individual elements in a tensor by index. For example, say we want to insert 4 scattered elements in a rank-1 tensor with 8 elements.
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In Python, this scatter operation would look like this:

    indices = tf.constant([[4], [3], [1], [7]])  
    updates = tf.constant([9, 10, 11, 12])  
    shape = tf.constant([8])  
    scatter = tf.scatter\_nd(indices, updates, shape)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[0, 11, 0, 10, 9, 0, 0, 12]

We can also, insert entire slices of a higher rank tensor all at once. For example, if we wanted to insert two slices in the first dimension of a rank-3 tensor with two matrices of new values.
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In Python, this scatter operation would look like this:

    indices = tf.constant([[0], [2]])  
    updates = tf.constant([[[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]],  
                           [[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]]])  
    shape = tf.constant([4, 4, 4])  
    scatter = tf.scatter\_nd(indices, updates, shape)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[[[5, 5, 5, 5], [6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8]],  
 [[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]],  
 [[5, 5, 5, 5], [6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8]],  
 [[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]]]

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, the index is ignored.

#### Args:

* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.
* **updates**: A Tensor. Updates to scatter into output.
* **shape**: A Tensor. Must have the same type as indices. 1-D. The shape of the resulting tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as updates.

# tf.searchsorted

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/searchsorted#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/searchsorted#aliases)

Searches input tensor for values on the innermost dimension.

### Aliases:

* tf.compat.v1.searchsorted
* tf.compat.v2.searchsorted
* tf.searchsorted

tf.searchsorted(  
    sorted\_sequence,  
    values,  
    side='left',  
    out\_type=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

A 2-D example:

  sorted\_sequence = [[0, 3, 9, 9, 10],  
                     [1, 2, 3, 4, 5]]  
  values = [[2, 4, 9],  
            [0, 2, 6]]  
  
  result = searchsorted(sorted\_sequence, values, side="left")  
  
  result == [[1, 2, 2],  
             [0, 1, 5]]  
  
  result = searchsorted(sorted\_sequence, values, side="right")  
  
  result == [[1, 2, 4],  
             [0, 2, 5]]

#### Args:

* **sorted\_sequence**: N-D Tensor containing a sorted sequence.
* **values**: N-D Tensor containing the search values.
* **side**: 'left' or 'right'; 'left' corresponds to lower\_bound and 'right' to upper\_bound.
* **out\_type**: The output type (int32 or int64). Default is [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).
* **name**: Optional name for the operation.

#### Returns:

An N-D Tensor the size of values containing the result of applying either lower\_bound or upper\_bound (depending on side) to each value. The result is not a global index to the entire Tensor, but the index in the last dimension.

#### Raises:

* **ValueError**: If the last dimension of sorted\_sequence >= 2^31-1 elements. If the total size of values exceeds 2^31 - 1 elements. If the first N-1 dimensions of the two tensors don't match.

# tf.sequence\_mask

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sequence_mask#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sequence_mask#aliases)

Returns a mask tensor representing the first N positions of each cell.

### Aliases:

* tf.compat.v1.sequence\_mask
* tf.compat.v2.sequence\_mask
* tf.sequence\_mask

tf.sequence\_mask(  
    lengths,  
    maxlen=None,  
    dtype=tf.dtypes.bool,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

If lengths has shape [d\_1, d\_2, ..., d\_n] the resulting tensor mask has dtype dtype and shape [d\_1, d\_2, ..., d\_n, maxlen], with

mask[i\_1, i\_2, ..., i\_n, j] = (j < lengths[i\_1, i\_2, ..., i\_n])

#### Examples:

tf.sequence\_mask([1, 3, 2], 5)  # [[True, False, False, False, False],  
                                #  [True, True, True, False, False],  
                                #  [True, True, False, False, False]]  
  
tf.sequence\_mask([[1, 3],[2,0]])  # [[[True, False, False],  
                                  #   [True, True, True]],  
                                  #  [[True, True, False],  
                                  #   [False, False, False]]]

#### Args:

* **lengths**: integer tensor, all its values <= maxlen.
* **maxlen**: scalar integer tensor, size of last dimension of returned tensor. Default is the maximum value in lengths.
* **dtype**: output type of the resulting tensor.
* **name**: name of the op.

#### Returns:

A mask tensor of shape lengths.shape + (maxlen,), cast to specified dtype.

#### Raises:

* **ValueError**: if maxlen is not a scalar.

# tf.shape

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape#used_in_the_tutorials)

Returns the shape of a tensor.

### Aliases:

* tf.compat.v2.shape
* tf.shape

tf.shape(  
    input,  
    out\_type=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)

### Used in the tutorials:

* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)

This operation returns a 1-D integer tensor representing the shape of input.

#### For example:

t = tf.constant([[[1, 1, 1], [2, 2, 2]], [[3, 3, 3], [4, 4, 4]]])  
tf.shape(t)  # [2, 2, 3]

#### Args:

* **input**: A Tensor or SparseTensor.
* **out\_type**: (Optional) The specified output type of the operation (int32 or int64). Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type out\_type.

# tf.shape\_n

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape_n#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape_n#aliases)

Returns shape of tensors.

### Aliases:

* tf.compat.v1.shape\_n
* tf.compat.v2.shape\_n
* tf.shape\_n

tf.shape\_n(  
    input,  
    out\_type=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

#### Args:

* **input**: A list of at least 1 Tensor object with the same type.
* **out\_type**: The specified output type of the operation (int32 or int64). Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32)(optional).
* **name**: A name for the operation (optional).

#### Returns:

A list with the same length as input of Tensor objects with type out\_type.

# tf.size

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/size#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/size#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/size#used_in_the_tutorials)

### Aliases:

* tf.compat.v2.size
* tf.size

tf.size(  
    input,  
    out\_type=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)

# tf.slice

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/slice#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/slice#aliases)

Extracts a slice from a tensor.

### Aliases:

* tf.compat.v1.slice
* tf.compat.v2.slice
* tf.slice

tf.slice(  
    input\_,  
    begin,  
    size,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation extracts a slice of size size from a tensor input starting at the location specified by begin. The slice size is represented as a tensor shape, where size[i] is the number of elements of the 'i'th dimension of input that you want to slice. The starting location (begin) for the slice is represented as an offset in each dimension of input. In other words, begin[i] is the offset into the 'i'th dimension of input that you want to slice from.

Note that [tf.Tensor.**getitem**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#__getitem__) is typically a more pythonic way to perform slices, as it allows you to write foo[3:7, :-2] instead of tf.slice(foo, [3, 0], [4, foo.get\_shape()[1]-2]).

begin is zero-based; size is one-based. If size[i] is -1, all remaining elements in dimension i are included in the slice. In other words, this is equivalent to setting:

size[i] = input.dim\_size(i) - begin[i]

This operation requires that:

0 <= begin[i] <= begin[i] + size[i] <= Di for i in [0, n]

#### For example:

t = tf.constant([[[1, 1, 1], [2, 2, 2]],  
                 [[3, 3, 3], [4, 4, 4]],  
                 [[5, 5, 5], [6, 6, 6]]])  
tf.slice(t, [1, 0, 0], [1, 1, 3])  # [[[3, 3, 3]]]  
tf.slice(t, [1, 0, 0], [1, 2, 3])  # [[[3, 3, 3],  
                                   #   [4, 4, 4]]]  
tf.slice(t, [1, 0, 0], [2, 1, 3])  # [[[3, 3, 3]],  
                                   #  [[5, 5, 5]]]

#### Args:

* **input\_**: A Tensor.
* **begin**: An int32 or int64 Tensor.
* **size**: An int32 or int64 Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor the same type as input.

# tf.sort

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sort#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sort#aliases)

Sorts a tensor.

### Aliases:

* tf.compat.v1.sort
* tf.compat.v2.sort
* tf.sort

tf.sort(  
    values,  
    axis=-1,  
    direction='ASCENDING',  
    name=None  
)

Defined in [python/ops/sort\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sort_ops.py).

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.sort(a,axis=-1,direction='ASCENDING',name=None)  
c = tf.keras.backend.eval(b)  
# Here, c = [  1.     2.8   10.    26.9   62.3  166.32]

#### Args:

* **values**: 1-D or higher numeric Tensor.
* **axis**: The axis along which to sort. The default is -1, which sorts the last axis.
* **direction**: The direction in which to sort the values ('ASCENDING' or 'DESCENDING').
* **name**: Optional name for the operation.

#### Returns:

A Tensor with the same dtype and shape as values, with the elements sorted along the given axis.

#### Raises:

* **ValueError**: If axis is not a constant scalar, or the direction is invalid.

# tf.space\_to\_batch

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch#aliases)

SpaceToBatch for N-D tensors of type T.

### Aliases:

* tf.compat.v2.nn.space\_to\_batch
* tf.compat.v2.space\_to\_batch
* tf.nn.space\_to\_batch
* tf.space\_to\_batch

tf.space\_to\_batch(  
    input,  
    block\_shape,  
    paddings,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation divides "spatial" dimensions [1, ..., M] of the input into a grid of blocks of shape block\_shape, and interleaves these blocks with the "batch" dimension (0) such that in the output, the spatial dimensions [1, ..., M] correspond to the position within the grid, and the batch dimension combines both the position within a spatial block and the original batch position. Prior to division into blocks, the spatial dimensions of the input are optionally zero padded according to paddings. See below for a precise description.

#### Args:

* **input**: A Tensor. N-D with shape input\_shape = [batch] + spatial\_shape + remaining\_shape, where spatial\_shape has M dimensions.
* **block\_shape**: A Tensor. Must be one of the following types: int32, int64. 1-D with shape [M], all values must be >= 1.
* **paddings**: A Tensor. Must be one of the following types: int32, int64. 2-D with shape [M, 2], all values must be >= 0. paddings[i] = [pad\_start, pad\_end] specifies the padding for input dimension i + 1, which corresponds to spatial dimension i. It is required thatblock\_shape[i] divides input\_shape[i + 1] + pad\_start + pad\_end.

This operation is equivalent to the following steps:

* 1. Zero-pad the start and end of dimensions [1, ..., M] of the input according to paddings to produce padded of shape padded\_shape.
  2. Reshape padded to reshaped\_padded of shape:

[batch] + [padded\_shape[1] / block\_shape[0], block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1], block\_shape[M-1]] + remaining\_shape

* 1. Permute dimensions of reshaped\_padded to produce permuted\_reshaped\_padded of shape:

block\_shape + [batch] + [padded\_shape[1] / block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1]] + remaining\_shape

* 1. Reshape permuted\_reshaped\_padded to flatten block\_shape into the batch dimension, producing an output tensor of shape:

[batch \* prod(block\_shape)] + [padded\_shape[1] / block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1]] + remaining\_shape

Some examples:

(1) For the following input of shape [1, 2, 2, 1], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1], [2]], [[3], [4]]]]

The output tensor has shape [4, 1, 1, 1] and value:

[[[[1]]], [[[2]]], [[[3]]], [[[4]]]]

(2) For the following input of shape [1, 2, 2, 3], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1, 2, 3], [4, 5, 6]],  
      [[7, 8, 9], [10, 11, 12]]]]

The output tensor has shape [4, 1, 1, 3] and value:

[[[[1, 2, 3]]], [[[4, 5, 6]]], [[[7, 8, 9]]], [[[10, 11, 12]]]]

(3) For the following input of shape [1, 4, 4, 1], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]],  
      [[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [4, 2, 2, 1] and value:

x = [[[[1], [3]], [[9], [11]]],  
     [[[2], [4]], [[10], [12]]],  
     [[[5], [7]], [[13], [15]]],  
     [[[6], [8]], [[14], [16]]]]

(4) For the following input of shape [2, 2, 4, 1], block\_shape = [2, 2], and paddings = [[0, 0], [2, 0]]:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]]],  
     [[[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [8, 1, 3, 1] and value:

x = [[[[0], [1], [3]]], [[[0], [9], [11]]],  
     [[[0], [2], [4]]], [[[0], [10], [12]]],  
     [[[0], [5], [7]]], [[[0], [13], [15]]],  
     [[[0], [6], [8]]], [[[0], [14], [16]]]]

Among others, this operation is useful for reducing atrous convolution into regular convolution. \* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.space\_to\_batch\_nd

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch_nd#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch_nd#aliases)

SpaceToBatch for N-D tensors of type T.

### Aliases:

* tf.compat.v1.manip.space\_to\_batch\_nd
* tf.compat.v1.space\_to\_batch\_nd
* tf.compat.v2.space\_to\_batch\_nd
* tf.space\_to\_batch\_nd

tf.space\_to\_batch\_nd(  
    input,  
    block\_shape,  
    paddings,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

This operation divides "spatial" dimensions [1, ..., M] of the input into a grid of blocks of shape block\_shape, and interleaves these blocks with the "batch" dimension (0) such that in the output, the spatial dimensions [1, ..., M] correspond to the position within the grid, and the batch dimension combines both the position within a spatial block and the original batch position. Prior to division into blocks, the spatial dimensions of the input are optionally zero padded according to paddings. See below for a precise description.

#### Args:

* **input**: A Tensor. N-D with shape input\_shape = [batch] + spatial\_shape + remaining\_shape, where spatial\_shape has M dimensions.
* **block\_shape**: A Tensor. Must be one of the following types: int32, int64. 1-D with shape [M], all values must be >= 1.
* **paddings**: A Tensor. Must be one of the following types: int32, int64. 2-D with shape [M, 2], all values must be >= 0. paddings[i] = [pad\_start, pad\_end] specifies the padding for input dimension i + 1, which corresponds to spatial dimension i. It is required thatblock\_shape[i] divides input\_shape[i + 1] + pad\_start + pad\_end.

This operation is equivalent to the following steps:

* 1. Zero-pad the start and end of dimensions [1, ..., M] of the input according to paddings to produce padded of shape padded\_shape.
  2. Reshape padded to reshaped\_padded of shape:

[batch] + [padded\_shape[1] / block\_shape[0], block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1], block\_shape[M-1]] + remaining\_shape

* 1. Permute dimensions of reshaped\_padded to produce permuted\_reshaped\_padded of shape:

block\_shape + [batch] + [padded\_shape[1] / block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1]] + remaining\_shape

* 1. Reshape permuted\_reshaped\_padded to flatten block\_shape into the batch dimension, producing an output tensor of shape:

[batch \* prod(block\_shape)] + [padded\_shape[1] / block\_shape[0], ..., padded\_shape[M] / block\_shape[M-1]] + remaining\_shape

Some examples:

(1) For the following input of shape [1, 2, 2, 1], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1], [2]], [[3], [4]]]]

The output tensor has shape [4, 1, 1, 1] and value:

[[[[1]]], [[[2]]], [[[3]]], [[[4]]]]

(2) For the following input of shape [1, 2, 2, 3], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1, 2, 3], [4, 5, 6]],  
      [[7, 8, 9], [10, 11, 12]]]]

The output tensor has shape [4, 1, 1, 3] and value:

[[[[1, 2, 3]]], [[[4, 5, 6]]], [[[7, 8, 9]]], [[[10, 11, 12]]]]

(3) For the following input of shape [1, 4, 4, 1], block\_shape = [2, 2], and paddings = [[0, 0], [0, 0]]:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]],  
      [[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [4, 2, 2, 1] and value:

x = [[[[1], [3]], [[9], [11]]],  
     [[[2], [4]], [[10], [12]]],  
     [[[5], [7]], [[13], [15]]],  
     [[[6], [8]], [[14], [16]]]]

(4) For the following input of shape [2, 2, 4, 1], block\_shape = [2, 2], and paddings = [[0, 0], [2, 0]]:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]]],  
     [[[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [8, 1, 3, 1] and value:

x = [[[[0], [1], [3]]], [[[0], [9], [11]]],  
     [[[0], [2], [4]]], [[[0], [10], [12]]],  
     [[[0], [5], [7]]], [[[0], [13], [15]]],  
     [[[0], [6], [8]]], [[[0], [14], [16]]]]

Among others, this operation is useful for reducing atrous convolution into regular convolution. \* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.split

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/split#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/split#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/split#used_in_the_tutorials)

Splits a tensor into sub tensors.

### Aliases:

* tf.compat.v1.split
* tf.compat.v2.split
* tf.split

tf.split(  
    value,  
    num\_or\_size\_splits,  
    axis=0,  
    num=None,  
    name='split'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Convolutional Variational Autoencoder](https://www.tensorflow.org/beta/tutorials/generative/cvae)

If num\_or\_size\_splits is an integer, then value is split along dimension axis into num\_splitsmaller tensors. This requires that num\_split evenly divides value.shape[axis].

If num\_or\_size\_splits is a 1-D Tensor (or list), we call it size\_splits and value is split into len(size\_splits) elements. The shape of the i-th element has the same size as the valueexcept along dimension axis where the size is size\_splits[i].

#### For example:

# 'value' is a tensor with shape [5, 30]  
# Split 'value' into 3 tensors with sizes [4, 15, 11] along dimension 1  
split0, split1, split2 = tf.split(value, [4, 15, 11], 1)  
tf.shape(split0)  # [5, 4]  
tf.shape(split1)  # [5, 15]  
tf.shape(split2)  # [5, 11]  
# Split 'value' into 3 tensors along dimension 1  
split0, split1, split2 = tf.split(value, num\_or\_size\_splits=3, axis=1)  
tf.shape(split0)  # [5, 10]

#### Args:

* **value**: The Tensor to split.
* **num\_or\_size\_splits**: Either an integer indicating the number of splits along split\_dim or a 1-D integer Tensor or Python list containing the sizes of each output tensor along split\_dim. If a scalar then it must evenly divide value.shape[axis]; otherwise the sum of sizes along the split dimension must match that of the value.
* **axis**: An integer or scalar int32 Tensor. The dimension along which to split. Must be in the range [-rank(value), rank(value)). Defaults to 0.
* **num**: Optional, used to specify the number of outputs when it cannot be inferred from the shape of size\_splits.
* **name**: A name for the operation (optional).

#### Returns:

if num\_or\_size\_splits is a scalar returns num\_or\_size\_splits Tensor objects; if num\_or\_size\_splits is a 1-D Tensor returns num\_or\_size\_splits.get\_shape[0] Tensor objects resulting from splitting value.

#### Raises:

* **ValueError**: If num is unspecified and cannot be inferred.

# tf.squeeze

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/squeeze#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/squeeze#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/squeeze#used_in_the_tutorials)

Removes dimensions of size 1 from the shape of a tensor.

### Aliases:

* tf.compat.v2.squeeze
* tf.squeeze

tf.squeeze(  
    input,  
    axis=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Neural style transfer](https://www.tensorflow.org/beta/tutorials/generative/style_transfer)
* [Text generation with an RNN](https://www.tensorflow.org/beta/tutorials/text/text_generation)
* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [Unicode strings](https://www.tensorflow.org/beta/tutorials/text/unicode)

Given a tensor input, this operation returns a tensor of the same type with all dimensions of size 1 removed. If you don't want to remove all size 1 dimensions, you can remove specific size 1 dimensions by specifying axis.

#### For example:

# 't' is a tensor of shape [1, 2, 1, 3, 1, 1]  
tf.shape(tf.squeeze(t))  # [2, 3]

Or, to remove specific size 1 dimensions:

# 't' is a tensor of shape [1, 2, 1, 3, 1, 1]  
tf.shape(tf.squeeze(t, [2, 4]))  # [1, 2, 3, 1]

Unlike the older op [tf.compat.v1.squeeze](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/squeeze), this op does not accept a deprecated squeeze\_dimsargument.

**Note:** if **input** is a [**tf.RaggedTensor**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor), then this operation takes **O(N)** time, where **N** is the number of elements in the squeezed dimensions.

#### Args:

* **input**: A Tensor. The input to squeeze.
* **axis**: An optional list of ints. Defaults to []. If specified, only squeezes the dimensions listed. The dimension index starts at 0. It is an error to squeeze a dimension that is not 1. Must be in the range [-rank(input), rank(input)). Must be specified if input is aRaggedTensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input. Contains the same data as input, but has one or more dimensions of size 1 removed.

#### Raises:

* **ValueError**: The input cannot be converted to a tensor, or the specified axis cannot be squeezed.

# tf.stack

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack#used_in_the_tutorials)

Stacks a list of rank-R tensors into one rank-(R+1) tensor.

### Aliases:

* tf.compat.v1.stack
* tf.compat.v2.stack
* tf.stack

tf.stack(  
    values,  
    axis=0,  
    name='stack'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [The Keras Functional API in TensorFlow](https://www.tensorflow.org/beta/guide/keras/functional)

### Used in the tutorials:

* [Custom training: walkthrough](https://www.tensorflow.org/beta/tutorials/eager/custom_training_walkthrough)
* [Pix2Pix](https://www.tensorflow.org/beta/tutorials/generative/pix2pix)

Packs the list of tensors in values into a tensor with rank one higher than each tensor in values, by packing them along the axis dimension. Given a list of length N of tensors of shape (A, B, C);

if axis == 0 then the output tensor will have the shape (N, A, B, C). if axis == 1 then the output tensor will have the shape (A, N, B, C). Etc.

#### For example:

x = tf.constant([1, 4])  
y = tf.constant([2, 5])  
z = tf.constant([3, 6])  
tf.stack([x, y, z])  # [[1, 4], [2, 5], [3, 6]] (Pack along first dim.)  
tf.stack([x, y, z], axis=1)  # [[1, 2, 3], [4, 5, 6]]

This is the opposite of unstack. The numpy equivalent is

tf.stack([x, y, z]) = np.stack([x, y, z])

#### Args:

* **values**: A list of Tensor objects with the same shape and type.
* **axis**: An int. The axis to stack along. Defaults to the first dimension. Negative values wrap around, so the valid range is [-(R+1), R+1).
* **name**: A name for this operation (optional).

#### Returns:

* **output**: A stacked Tensor with the same type as values.

#### Raises:

* **ValueError**: If axis is out of the range [-(R+1), R+1).

# tf.stop\_gradient

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient#aliases)

Stops gradient computation.

### Aliases:

* tf.compat.v1.stop\_gradient
* tf.compat.v2.stop\_gradient
* tf.stop\_gradient

tf.stop\_gradient(  
    input,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

When executed in a graph, this op outputs its input tensor as-is.

When building ops to compute gradients, this op prevents the contribution of its inputs to be taken into account. Normally, the gradient generator adds ops to a graph to compute the derivatives of a specified 'loss' by recursively finding out inputs that contributed to its computation. If you insert this op in the graph it inputs are masked from the gradient generator. They are not taken into account for computing gradients.

This is useful any time you want to compute a value with TensorFlow but need to pretend that the value was a constant. Some examples include:

* The EM algorithm where the M-step should not involve backpropagation through the output of the E-step.
* Contrastive divergence training of Boltzmann machines where, when differentiating the energy function, the training must not backpropagate through the graph that generated the samples from the model.
* Adversarial training, where no backprop should happen through the adversarial example generation process.

#### Args:

* **input**: A Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.strided\_slice

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strided_slice#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strided_slice#aliases)

Extracts a strided slice of a tensor (generalized python array indexing).

### Aliases:

* tf.compat.v1.strided\_slice
* tf.compat.v2.strided\_slice
* tf.strided\_slice

tf.strided\_slice(  
    input\_,  
    begin,  
    end,  
    strides=None,  
    begin\_mask=0,  
    end\_mask=0,  
    ellipsis\_mask=0,  
    new\_axis\_mask=0,  
    shrink\_axis\_mask=0,  
    var=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Instead of calling this op directly most users will want to use the NumPy-style slicing syntax (e.g. tensor[..., 3:4:-1, tf.newaxis, 3]), which is supported via**[**tf.Tensor.getitem**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#__getitem__)**and**[**tf.Variable.getitem**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable#__getitem__)**.** The interface of this op is a low-level encoding of the slicing syntax.

Roughly speaking, this op extracts a slice of size (end-begin)/stride from the given input\_tensor. Starting at the location specified by begin the slice continues by adding stride to the index until all dimensions are not less than end. Note that a stride can be negative, which causes a reverse slice.

Given a Python slice input[spec0, spec1, ..., specn], this function will be called as follows.

begin, end, and strides will be vectors of length n. n in general is not equal to the rank of the input\_ tensor.

In each mask field (begin\_mask, end\_mask, ellipsis\_mask, new\_axis\_mask, shrink\_axis\_mask) the ith bit will correspond to the ith spec.

If the ith bit of begin\_mask is set, begin[i] is ignored and the fullest possible range in that dimension is used instead. end\_mask works analogously, except with the end range.

foo[5:,:,:3] on a 7x8x9 tensor is equivalent to foo[5:7,0:8,0:3]. foo[::-1] reverses a tensor with shape 8.

If the ith bit of ellipsis\_mask is set, as many unspecified dimensions as needed will be inserted between other dimensions. Only one non-zero bit is allowed in ellipsis\_mask.

For example foo[3:5,...,4:5] on a shape 10x3x3x10 tensor is equivalent to foo[3:5,:,:,4:5]and foo[3:5,...] is equivalent to foo[3:5,:,:,:].

If the ith bit of new\_axis\_mask is set, then begin, end, and stride are ignored and a new length 1 dimension is added at this point in the output tensor.

For example, foo[:4, tf.newaxis, :2] would produce a shape (4, 1, 2) tensor.

If the ith bit of shrink\_axis\_mask is set, it implies that the ith specification shrinks the dimensionality by 1, taking on the value at index begin[i]. end[i] and strides[i] are ignored in this case. For example in Python one might do foo[:, 3, :] which would result in shrink\_axis\_mask equal to 2.

NOTE: begin and end are zero-indexed. strides entries must be non-zero.

t = tf.constant([[[1, 1, 1], [2, 2, 2]],  
                 [[3, 3, 3], [4, 4, 4]],  
                 [[5, 5, 5], [6, 6, 6]]])  
tf.strided\_slice(t, [1, 0, 0], [2, 1, 3], [1, 1, 1])  # [[[3, 3, 3]]]  
tf.strided\_slice(t, [1, 0, 0], [2, 2, 3], [1, 1, 1])  # [[[3, 3, 3],  
                                                      #   [4, 4, 4]]]  
tf.strided\_slice(t, [1, -1, 0], [2, -3, 3], [1, -1, 1])  # [[[4, 4, 4],  
                                                         #   [3, 3, 3]]]

#### Args:

* **input\_**: A Tensor.
* **begin**: An int32 or int64 Tensor.
* **end**: An int32 or int64 Tensor.
* **strides**: An int32 or int64 Tensor.
* **begin\_mask**: An int32 mask.
* **end\_mask**: An int32 mask.
* **ellipsis\_mask**: An int32 mask.
* **new\_axis\_mask**: An int32 mask.
* **shrink\_axis\_mask**: An int32 mask.
* **var**: The variable corresponding to input\_ or None
* **name**: A name for the operation (optional).

#### Returns:

A Tensor the same type as input.

# tf.switch\_case

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case#aliases)

Create a switch/case operation, i.e. an integer-indexed conditional.

### Aliases:

* tf.compat.v1.switch\_case
* tf.compat.v2.switch\_case
* tf.switch\_case

tf.switch\_case(  
    branch\_index,  
    branch\_fns,  
    default=None,  
    name='switch\_case'  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

See also [tf.case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case).

This op can be substantially more efficient than [tf.case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case) when exactly one branch will be selected. [tf.switch\_case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case) is more like a C++ switch/case statement than [tf.case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case), which is more like an if/elif/elif/else chain.

The branch\_fns parameter is either a dict from int to callables, or list of (int, callable) pairs, or simply a list of callables (in which case the index is implicitly the key). Thebranch\_indexTensoris used to select an element inbranch\_fnswith matchingintkey, falling back todefaultif none match, ormax(keys)if nodefaultis provided. The keys must form a contiguous set from0tolen(branch\_fns) - 1`.

[tf.switch\_case](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case) supports nested structures as implemented in [tf.nest](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nest). All callables must return the same (possibly nested) value structure of lists, tuples, and/or named tuples.

**Example:**

#### Pseudocode:

switch (branch\_index) {  // c-style switch  
  case 0: return 17;  
  case 1: return 31;  
  default: return -1;  
}

or

branches = {0: lambda: 17, 1: lambda: 31}  
branches.get(branch\_index, lambda: -1)()

#### Expressions:

def f1(): return tf.constant(17)  
def f2(): return tf.constant(31)  
def f3(): return tf.constant(-1)  
r = tf.switch\_case(branch\_index, branch\_fns={0: f1, 1: f2}, default=f3)  
# Equivalent: tf.switch\_case(branch\_index, branch\_fns={0: f1, 1: f2, 2: f3})

#### Args:

* **branch\_index**: An int Tensor specifying which of branch\_fns should be executed.
* **branch\_fns**: A dict mapping ints to callables, or a list of (`int, callable) pairs, or simply a list of callables (in which case the index serves as the key). Each callable must return a matching structure of tensors.
* **default**: Optional callable that returns a structure of tensors.
* **name**: A name for this operation (optional).

#### Returns:

The tensors returned by the callable identified by branch\_index, or those returned by default if no key matches and default was provided, or those returned by the max-keyed branch\_fn if no default is provided.

#### Raises:

* **TypeError**: If branch\_fns is not a list/dictionary.
* **TypeError**: If branch\_fns is a list but does not contain 2-tuples or callables.
* **TypeError**: If fns[i] is not callable for any i, or default is not callable.

# tf.Tensor

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#top_of_page)
* [Class Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#class_tensor)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#properties)

## Class Tensor

Represents one of the outputs of an Operation.

### Aliases:

* Class tf.Tensor
* Class tf.compat.v1.Tensor
* Class tf.compat.v2.Tensor

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

A Tensor is a symbolic handle to one of the outputs of an Operation. It does not hold the values of that operation's output, but instead provides a means of computing those values in a TensorFlow [tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session).

This class has two primary purposes:

1. A Tensor can be passed as an input to another Operation. This builds a dataflow connection between operations, which enables TensorFlow to execute an entire Graph that represents a large, multi-step computation.
2. After the graph has been launched in a session, the value of the Tensor can be computed by passing it to tf.Session.run. t.eval() is a shortcut for callingtf.compat.v1.get\_default\_session().run(t).

In the following example, c, d, and e are symbolic Tensor objects, whereas result is a numpy array that stores a concrete value:

# Build a dataflow graph.  
c = tf.constant([[1.0, 2.0], [3.0, 4.0]])  
d = tf.constant([[1.0, 1.0], [0.0, 1.0]])  
e = tf.matmul(c, d)  
  
# Construct a `Session` to execute the graph.  
sess = tf.compat.v1.Session()  
  
# Execute the graph and store the value that `e` represents in `result`.  
result = sess.run(e)

## \_\_init\_\_

\_\_init\_\_(  
    op,  
    value\_index,  
    dtype  
)

Creates a new Tensor.

#### Args:

* **op**: An Operation. Operation that computes this tensor.
* **value\_index**: An int. Index of the operation's endpoint that produces this tensor.
* **dtype**: A DType. Type of elements stored in this tensor.

#### Raises:

* **TypeError**: If the op is not an Operation.

## Properties

### device

The name of the device on which this tensor will be produced, or None.

### dtype

The DType of elements in this tensor.

### graph

The Graph that contains this tensor.

### name

The string name of this tensor.

### op

The Operation that produces this tensor as an output.

### shape

Returns the TensorShape that represents the shape of this tensor.

The shape is computed using shape inference functions that are registered in the Op for each Operation. See [tf.TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape) for more details of what a shape represents.

The inferred shape of a tensor is used to provide shape information without having to launch the graph in a session. This can be used for debugging, and providing early error messages. For example:

c = tf.constant([[1.0, 2.0, 3.0], [4.0, 5.0, 6.0]])  
  
print(c.shape)  
==> TensorShape([Dimension(2), Dimension(3)])  
  
d = tf.constant([[1.0, 0.0], [0.0, 1.0], [1.0, 0.0], [0.0, 1.0]])  
  
print(d.shape)  
==> TensorShape([Dimension(4), Dimension(2)])  
  
# Raises a ValueError, because `c` and `d` do not have compatible  
# inner dimensions.  
e = tf.matmul(c, d)  
  
f = tf.matmul(c, d, transpose\_a=True, transpose\_b=True)  
  
print(f.shape)  
==> TensorShape([Dimension(3), Dimension(4)])

In some cases, the inferred shape may have unknown dimensions. If the caller has additional information about the values of these dimensions, Tensor.set\_shape() can be used to augment the inferred shape.

#### Returns:

A TensorShape representing the shape of this tensor.

### value\_index

The index of this tensor in the outputs of its Operation.

## Methods

### \_\_abs\_\_

\_\_abs\_\_(  
    x,  
    name=None  
)

Computes the absolute value of a tensor.

Given a tensor of integer or floating-point values, this operation returns a tensor of the same type, where each element contains the absolute value of the corresponding element in the input.

Given a tensor x of complex numbers, this operation returns a tensor of type float32 or float64that is the absolute value of each element in x. All elements in x must be complex numbers of the form a+bj. The absolute value is computed as a2+b2. For example:

x = tf.constant([[-2.25 + 4.75j], [-3.25 + 5.75j]])  
tf.abs(x)  # [5.25594902, 6.60492229]

#### Args:

* **x**: A Tensor or SparseTensor of type float16, float32, float64, int32, int64, complex64 or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor the same size, type, and sparsity as x with absolute values. Note, for complex64 or complex128 input, the returned Tensor will be of type float32 or float64, respectively.

If x is a SparseTensor, returns SparseTensor(x.indices, tf.math.abs(x.values, ...), x.dense\_shape)

### \_\_add\_\_

\_\_add\_\_(  
    x,  
    y  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_and\_\_

\_\_and\_\_(  
    x,  
    y  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_bool\_\_

\_\_bool\_\_()

Dummy method to prevent a tensor from being used as a Python bool.

This overload raises a TypeError when the user inadvertently treats a Tensor as a boolean (e.g. in an if statement). For example:

if tf.constant(True):  # Will raise.  
  # ...  
  
if tf.constant(5) < tf.constant(7):  # Will raise.  
  # ...

This disallows ambiguities between testing the Python value vs testing the dynamic condition of the Tensor.

#### Raises:

TypeError.

### \_\_div\_\_

\_\_div\_\_(  
    x,  
    y  
)

Divide two values using Python 2 semantics.

Used for Tensor.**div**.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_eq\_\_

\_\_eq\_\_(other)

### \_\_floordiv\_\_

\_\_floordiv\_\_(  
    x,  
    y  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

* **TypeError**: If the inputs are complex.

### \_\_ge\_\_

\_\_ge\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x >= y) element-wise.

NOTE: math.greater\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_getitem\_\_

\_\_getitem\_\_(  
    tensor,  
    slice\_spec,  
    var=None  
)

Overload for Tensor.**getitem**.

This operation extracts the specified region from the tensor. The notation is similar to NumPy with the restriction that currently only support basic indexing. That means that using a non-scalar tensor as input is not currently allowed.

#### Some useful examples:

# Strip leading and trailing 2 elements  
foo = tf.constant([1,2,3,4,5,6])  
print(foo[2:-2].eval())  # => [3,4]  
  
# Skip every other row and reverse the order of the columns  
foo = tf.constant([[1,2,3], [4,5,6], [7,8,9]])  
print(foo[::2,::-1].eval())  # => [[3,2,1], [9,8,7]]  
  
# Use scalar tensors as indices on both dimensions  
print(foo[tf.constant(0), tf.constant(2)].eval())  # => 3  
  
# Insert another dimension  
foo = tf.constant([[1,2,3], [4,5,6], [7,8,9]])  
print(foo[tf.newaxis, :, :].eval()) # => [[[1,2,3], [4,5,6], [7,8,9]]]  
print(foo[:, tf.newaxis, :].eval()) # => [[[1,2,3]], [[4,5,6]], [[7,8,9]]]  
print(foo[:, :, tf.newaxis].eval()) # => [[[1],[2],[3]], [[4],[5],[6]],  
[[7],[8],[9]]]  
  
# Ellipses (3 equivalent operations)  
foo = tf.constant([[1,2,3], [4,5,6], [7,8,9]])  
print(foo[tf.newaxis, :, :].eval())  # => [[[1,2,3], [4,5,6], [7,8,9]]]  
print(foo[tf.newaxis, ...].eval())  # => [[[1,2,3], [4,5,6], [7,8,9]]]  
print(foo[tf.newaxis].eval())  # => [[[1,2,3], [4,5,6], [7,8,9]]]  
  
# Masks  
foo = tf.constant([[1,2,3], [4,5,6], [7,8,9]])  
print(foo[foo > 2].eval())  # => [3, 4, 5, 6, 7, 8, 9]

#### Notes:

* [tf.newaxis](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#newaxis) is None as in NumPy.
* An implicit ellipsis is placed at the end of the slice\_spec
* NumPy advanced indexing is currently not supported.

#### Args:

* **tensor**: An ops.Tensor object.
* **slice\_spec**: The arguments to Tensor.**getitem**.
* **var**: In the case of variable slice assignment, the Variable object to slice (i.e. tensor is the read-only view of this variable).

#### Returns:

The appropriate slice of "tensor", based on "slice\_spec".

#### Raises:

* **ValueError**: If a slice range is negative size.
* **TypeError**: If the slice indices aren't int, slice, ellipsis, tf.newaxis or scalar int32/int64 tensors.

### \_\_gt\_\_

\_\_gt\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x > y) element-wise.

NOTE: math.greater supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_invert\_\_

\_\_invert\_\_(  
    x,  
    name=None  
)

Returns the truth value of NOT x element-wise.

#### Args:

* **x**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_iter\_\_

\_\_iter\_\_()

### \_\_le\_\_

\_\_le\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x <= y) element-wise.

NOTE: math.less\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_lt\_\_

\_\_lt\_\_(  
    x,  
    y,  
    name=None  
)

Returns the truth value of (x < y) element-wise.

NOTE: math.less supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_matmul\_\_

\_\_matmul\_\_(  
    x,  
    y  
)

Multiplies matrix a by matrix b, producing a \* b.

The inputs must, following any transpositions, be tensors of rank >= 2 where the inner 2 dimensions specify valid matrix multiplication arguments, and any further outer dimensions match.

Both matrices must be of the same type. The supported types are: float16, float32, float64, int32, complex64, complex128.

Either matrix can be transposed or adjointed (conjugated and transposed) on the fly by setting one of the corresponding flag to True. These are False by default.

If one or both of the matrices contain a lot of zeros, a more efficient multiplication algorithm can be used by setting the corresponding a\_is\_sparse or b\_is\_sparse flag to True. These are False by default. This optimization is only available for plain matrices (rank-2 tensors) with datatypes bfloat16 or float32.

#### For example:

# 2-D tensor `a`  
# [[1, 2, 3],  
#  [4, 5, 6]]  
a = tf.constant([1, 2, 3, 4, 5, 6], shape=[2, 3])  
  
# 2-D tensor `b`  
# [[ 7,  8],  
#  [ 9, 10],  
#  [11, 12]]  
b = tf.constant([7, 8, 9, 10, 11, 12], shape=[3, 2])  
  
# `a` \* `b`  
# [[ 58,  64],  
#  [139, 154]]  
c = tf.matmul(a, b)  
  
  
# 3-D tensor `a`  
# [[[ 1,  2,  3],  
#   [ 4,  5,  6]],  
#  [[ 7,  8,  9],  
#   [10, 11, 12]]]  
a = tf.constant(np.arange(1, 13, dtype=np.int32),  
                shape=[2, 2, 3])  
  
# 3-D tensor `b`  
# [[[13, 14],  
#   [15, 16],  
#   [17, 18]],  
#  [[19, 20],  
#   [21, 22],  
#   [23, 24]]]  
b = tf.constant(np.arange(13, 25, dtype=np.int32),  
                shape=[2, 3, 2])  
  
# `a` \* `b`  
# [[[ 94, 100],  
#   [229, 244]],  
#  [[508, 532],  
#   [697, 730]]]  
c = tf.matmul(a, b)  
  
# Since python >= 3.5 the @ operator is supported (see PEP 465).  
# In TensorFlow, it simply calls the `tf.matmul()` function, so the  
# following lines are equivalent:  
d = a @ b @ [[10.], [11.]]  
d = tf.matmul(tf.matmul(a, b), [[10.], [11.]])

#### Args:

* **a**: Tensor of type float16, float32, float64, int32, complex64, complex128 and rank > 1.
* **b**: Tensor with same type and rank as a.
* **transpose\_a**: If True, a is transposed before multiplication.
* **transpose\_b**: If True, b is transposed before multiplication.
* **adjoint\_a**: If True, a is conjugated and transposed before multiplication.
* **adjoint\_b**: If True, b is conjugated and transposed before multiplication.
* **a\_is\_sparse**: If True, a is treated as a sparse matrix.
* **b\_is\_sparse**: If True, b is treated as a sparse matrix.
* **name**: Name for the operation (optional).

#### Returns:

A Tensor of the same type as a and b where each inner-most matrix is the product of the corresponding matrices in a and b, e.g. if all transpose or adjoint attributes are False:

output[..., i, j] = sum\_k (a[..., i, k] \* b[..., k, j]), for all indices i, j.

* **Note**: This is matrix product, not element-wise product.

#### Raises:

* **ValueError**: If transpose\_a and adjoint\_a, or transpose\_b and adjoint\_b are both set to True.

### \_\_mod\_\_

\_\_mod\_\_(  
    x,  
    y  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_mul\_\_

\_\_mul\_\_(  
    x,  
    y  
)

Dispatches cwise mul for "DenseDense" and "DenseSparse".

### \_\_neg\_\_

\_\_neg\_\_(  
    x,  
    name=None  
)

Computes numerical negative value element-wise.

I.e., y=−x.

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, int32, int64, complex64, complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

If x is a SparseTensor, returns SparseTensor(x.indices, tf.math.negative(x.values, ...), x.dense\_shape)

### \_\_nonzero\_\_

\_\_nonzero\_\_()

Dummy method to prevent a tensor from being used as a Python bool.

This is the Python 2.x counterpart to \_\_bool\_\_() above.

#### Raises:

TypeError.

### \_\_or\_\_

\_\_or\_\_(  
    x,  
    y  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_pow\_\_

\_\_pow\_\_(  
    x,  
    y  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

* **x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_radd\_\_

\_\_radd\_\_(  
    y,  
    x  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rand\_\_

\_\_rand\_\_(  
    y,  
    x  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rdiv\_\_

\_\_rdiv\_\_(  
    y,  
    x  
)

Divide two values using Python 2 semantics.

Used for Tensor.**div**.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_rfloordiv\_\_

\_\_rfloordiv\_\_(  
    y,  
    x  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

* **x**: Tensor numerator of real numeric type.
* **y**: Tensor denominator of real numeric type.
* **name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

* **TypeError**: If the inputs are complex.

### \_\_rmatmul\_\_

\_\_rmatmul\_\_(  
    y,  
    x  
)

Multiplies matrix a by matrix b, producing a \* b.

The inputs must, following any transpositions, be tensors of rank >= 2 where the inner 2 dimensions specify valid matrix multiplication arguments, and any further outer dimensions match.

Both matrices must be of the same type. The supported types are: float16, float32, float64, int32, complex64, complex128.

Either matrix can be transposed or adjointed (conjugated and transposed) on the fly by setting one of the corresponding flag to True. These are False by default.

If one or both of the matrices contain a lot of zeros, a more efficient multiplication algorithm can be used by setting the corresponding a\_is\_sparse or b\_is\_sparse flag to True. These are False by default. This optimization is only available for plain matrices (rank-2 tensors) with datatypes bfloat16 or float32.

#### For example:

# 2-D tensor `a`  
# [[1, 2, 3],  
#  [4, 5, 6]]  
a = tf.constant([1, 2, 3, 4, 5, 6], shape=[2, 3])  
  
# 2-D tensor `b`  
# [[ 7,  8],  
#  [ 9, 10],  
#  [11, 12]]  
b = tf.constant([7, 8, 9, 10, 11, 12], shape=[3, 2])  
  
# `a` \* `b`  
# [[ 58,  64],  
#  [139, 154]]  
c = tf.matmul(a, b)  
  
  
# 3-D tensor `a`  
# [[[ 1,  2,  3],  
#   [ 4,  5,  6]],  
#  [[ 7,  8,  9],  
#   [10, 11, 12]]]  
a = tf.constant(np.arange(1, 13, dtype=np.int32),  
                shape=[2, 2, 3])  
  
# 3-D tensor `b`  
# [[[13, 14],  
#   [15, 16],  
#   [17, 18]],  
#  [[19, 20],  
#   [21, 22],  
#   [23, 24]]]  
b = tf.constant(np.arange(13, 25, dtype=np.int32),  
                shape=[2, 3, 2])  
  
# `a` \* `b`  
# [[[ 94, 100],  
#   [229, 244]],  
#  [[508, 532],  
#   [697, 730]]]  
c = tf.matmul(a, b)  
  
# Since python >= 3.5 the @ operator is supported (see PEP 465).  
# In TensorFlow, it simply calls the `tf.matmul()` function, so the  
# following lines are equivalent:  
d = a @ b @ [[10.], [11.]]  
d = tf.matmul(tf.matmul(a, b), [[10.], [11.]])

#### Args:

* **a**: Tensor of type float16, float32, float64, int32, complex64, complex128 and rank > 1.
* **b**: Tensor with same type and rank as a.
* **transpose\_a**: If True, a is transposed before multiplication.
* **transpose\_b**: If True, b is transposed before multiplication.
* **adjoint\_a**: If True, a is conjugated and transposed before multiplication.
* **adjoint\_b**: If True, b is conjugated and transposed before multiplication.
* **a\_is\_sparse**: If True, a is treated as a sparse matrix.
* **b\_is\_sparse**: If True, b is treated as a sparse matrix.
* **name**: Name for the operation (optional).

#### Returns:

A Tensor of the same type as a and b where each inner-most matrix is the product of the corresponding matrices in a and b, e.g. if all transpose or adjoint attributes are False:

output[..., i, j] = sum\_k (a[..., i, k] \* b[..., k, j]), for all indices i, j.

* **Note**: This is matrix product, not element-wise product.

#### Raises:

* **ValueError**: If transpose\_a and adjoint\_a, or transpose\_b and adjoint\_b are both set to True.

### \_\_rmod\_\_

\_\_rmod\_\_(  
    y,  
    x  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rmul\_\_

\_\_rmul\_\_(  
    y,  
    x  
)

Dispatches cwise mul for "DenseDense" and "DenseSparse".

### \_\_ror\_\_

\_\_ror\_\_(  
    y,  
    x  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor of type bool.
* **y**: A Tensor of type bool.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rpow\_\_

\_\_rpow\_\_(  
    y,  
    x  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

* **x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_rsub\_\_

\_\_rsub\_\_(  
    y,  
    x  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rtruediv\_\_

\_\_rtruediv\_\_(  
    y,  
    x  
)

### \_\_rxor\_\_

\_\_rxor\_\_(  
    y,  
    x  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

* **x**: A Tensor type bool.
* **y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### \_\_sub\_\_

\_\_sub\_\_(  
    x,  
    y  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_truediv\_\_

\_\_truediv\_\_(  
    x,  
    y  
)

### \_\_xor\_\_

\_\_xor\_\_(  
    x,  
    y  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

* **x**: A Tensor type bool.
* **y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### consumers

consumers()

Returns a list of Operations that consume this tensor.

#### Returns:

A list of Operations.

### eval

eval(  
    feed\_dict=None,  
    session=None  
)

Evaluates this tensor in a Session.

Calling this method will execute all preceding operations that produce the inputs needed for the operation that produces this tensor.

N.B. Before invoking Tensor.eval(), its graph must have been launched in a session, and either a default session must be available, or session must be specified explicitly.

#### Args:

* **feed\_dict**: A dictionary that maps Tensor objects to feed values. See tf.Session.run for a description of the valid feed values.
* **session**: (Optional.) The Session to be used to evaluate this tensor. If none, the default session will be used.

#### Returns:

A numpy array corresponding to the value of this tensor.

### get\_shape

get\_shape()

Alias of Tensor.shape.

### set\_shape

set\_shape(shape)

Updates the shape of this tensor.

This method can be called multiple times, and will merge the given shape with the current shape of this tensor. It can be used to provide additional information about the shape of this tensor that cannot be inferred from the graph alone. For example, this can be used to provide additional information about the shapes of images:

\_, image\_data = tf.compat.v1.TFRecordReader(...).read(...)  
image = tf.image.decode\_png(image\_data, channels=3)  
  
# The height and width dimensions of `image` are data dependent, and  
# cannot be computed without executing the op.  
print(image.shape)  
==> TensorShape([Dimension(None), Dimension(None), Dimension(3)])  
  
# We know that each image in this dataset is 28 x 28 pixels.  
image.set\_shape([28, 28, 3])  
print(image.shape)  
==> TensorShape([Dimension(28), Dimension(28), Dimension(3)])

NOTE: This shape is not enforced at runtime. Setting incorrect shapes can result in inconsistencies between the statically-known graph and the runtime value of tensors. For runtime validation of the shape, use [tf.ensure\_shape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ensure_shape) instead.

#### Args:

* **shape**: A TensorShape representing the shape of this tensor, a TensorShapeProto, a list, a tuple, or None.

#### Raises:

* **ValueError**: If shape is not compatible with the current shape of this tensor.

## Class Members

* OVERLOADABLE\_OPERATORS

# tf.TensorArray

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray#top_of_page)
* [Class TensorArray](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray#class_tensorarray)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray#used_in_the_guide)
  + [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray#used_in_the_tutorials)

## Class TensorArray

Class wrapping dynamic-sized, per-time-step, write-once Tensor arrays.

### Aliases:

* Class tf.TensorArray
* Class tf.compat.v1.TensorArray
* Class tf.compat.v2.TensorArray

Defined in [python/ops/tensor\_array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/tensor_array_ops.py).

### Used in the guide:

* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

This class is meant to be used with dynamic iteration primitives such as while\_loop and map\_fn. It supports gradient back-propagation via special "flow" control flow dependencies.

## \_\_init\_\_

\_\_init\_\_(  
    dtype,  
    size=None,  
    dynamic\_size=None,  
    clear\_after\_read=None,  
    tensor\_array\_name=None,  
    handle=None,  
    flow=None,  
    infer\_shape=True,  
    element\_shape=None,  
    colocate\_with\_first\_write\_call=True,  
    name=None  
)

Construct a new TensorArray or wrap an existing TensorArray handle.

A note about the parameter name:

The name of the TensorArray (even if passed in) is uniquified: each time a new TensorArray is created at runtime it is assigned its own name for the duration of the run. This avoids name collisions if a TensorArray is created within a while\_loop.

#### Args:

* **dtype**: (required) data type of the TensorArray.
* **size**: (optional) int32 scalar Tensor: the size of the TensorArray. Required if handle is not provided.
* **dynamic\_size**: (optional) Python bool: If true, writes to the TensorArray can grow the TensorArray past its initial size. Default: False.
* **clear\_after\_read**: Boolean (optional, default: True). If True, clear TensorArray values after reading them. This disables read-many semantics, but allows early release of memory.
* **tensor\_array\_name**: (optional) Python string: the name of the TensorArray. This is used when creating the TensorArray handle. If this value is set, handle should be None.
* **handle**: (optional) A Tensor handle to an existing TensorArray. If this is set, tensor\_array\_name should be None. Only supported in graph mode.
* **flow**: (optional) A float Tensor scalar coming from an existing TensorArray.flow. Only supported in graph mode.
* **infer\_shape**: (optional, default: True) If True, shape inference is enabled. In this case, all elements must have the same shape.
* **element\_shape**: (optional, default: None) A TensorShape object specifying the shape constraints of each of the elements of the TensorArray. Need not be fully defined.
* **colocate\_with\_first\_write\_call**: If True, the TensorArray will be colocated on the same device as the Tensor used on its first write (write operations include write, unstack, and split). If False, the TensorArray will be placed on the device determined by the device context available during its initialization.
* **name**: A name for the operation (optional).

#### Raises:

* **ValueError**: if both handle and tensor\_array\_name are provided.
* **TypeError**: if handle is provided but is not a Tensor.

## Properties

### dtype

The data type of this TensorArray.

### dynamic\_size

Python bool; if True the TensorArray can grow dynamically.

### element\_shape

The [tf.TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape) of elements in this TensorArray.

### flow

The flow Tensor forcing ops leading to this TensorArray state.

### handle

The reference to the TensorArray.

## Methods

### close

close(name=None)

Close the current TensorArray.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

### concat

concat(name=None)

Return the values in the TensorArray as a concatenated Tensor.

All of the values must have been written, their ranks must match, and and their shapes must all match for all dimensions except the first.

#### Args:

* **name**: A name for the operation (optional).

#### Returns:

All the tensors in the TensorArray concatenated into one tensor.

### gather

gather(  
    indices,  
    name=None  
)

Return selected values in the TensorArray as a packed Tensor.

All of selected values must have been written and their shapes must all match.

#### Args:

* **indices**: A 1-D Tensor taking values in [0, max\_value). If the TensorArray is not dynamic, max\_value=size().
* **name**: A name for the operation (optional).

#### Returns:

The tensors in the TensorArray selected by indices, packed into one tensor.

### grad

grad(  
    source,  
    flow=None,  
    name=None  
)

### identity

identity()

Returns a TensorArray with the same content and properties.

#### Returns:

A new TensorArray object with flow that ensures the control dependencies from the contexts will become control dependencies for writes, reads, etc. Use this object all for subsequent operations.

### read

read(  
    index,  
    name=None  
)

Read the value at location index in the TensorArray.

#### Args:

* **index**: 0-D. int32 tensor with the index to read from.
* **name**: A name for the operation (optional).

#### Returns:

The tensor at index index.

### scatter

scatter(  
    indices,  
    value,  
    name=None  
)

Scatter the values of a Tensor in specific indices of a TensorArray.

Args: indices: A 1-D Tensor taking values in [0, max\_value). If the TensorArray is not dynamic, max\_value=size(). value: (N+1)-D. Tensor of type dtype. The Tensor to unpack. name: A name for the operation (optional).

Returns: A new TensorArray object with flow that ensures the scatter occurs. Use this object all for subsequent operations.

Raises: ValueError: if the shape inference fails.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

### size

size(name=None)

Return the size of the TensorArray.

### split

split(  
    value,  
    lengths,  
    name=None  
)

Split the values of a Tensor into the TensorArray.

Args: value: (N+1)-D. Tensor of type dtype. The Tensor to split. lengths: 1-D. int32 vector with the lengths to use when splitting value along its first dimension. name: A name for the operation (optional).

Returns: A new TensorArray object with flow that ensures the split occurs. Use this object all for subsequent operations.

Raises: ValueError: if the shape inference fails.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

### stack

stack(name=None)

Return the values in the TensorArray as a stacked Tensor.

All of the values must have been written and their shapes must all match. If input shapes have rank-R, then output shape will have rank-(R+1).

#### Args:

* **name**: A name for the operation (optional).

#### Returns:

All the tensors in the TensorArray stacked into one tensor.

### unstack

unstack(  
    value,  
    name=None  
)

Unstack the values of a Tensor in the TensorArray.

If input value shapes have rank-R, then the output TensorArray will contain elements whose shapes are rank-(R-1).

Args: value: (N+1)-D. Tensor of type dtype. The Tensor to unstack. name: A name for the operation (optional).

Returns: A new TensorArray object with flow that ensures the unstack occurs. Use this object all for subsequent operations.

Raises: ValueError: if the shape inference fails.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

### write

write(  
    index,  
    value,  
    name=None  
)

Write value into index index of the TensorArray.

#### Args:

* **index**: 0-D. int32 scalar with the index to write to.
* **value**: N-D. Tensor of type dtype. The Tensor to write to this index.
* **name**: A name for the operation (optional).

#### Returns:

A new TensorArray object with flow that ensures the write occurs. Use this object all for subsequent operations.

#### Raises:

* **ValueError**: if there are more writers than specified.

# tf.tensordot

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensordot#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensordot#aliases)

Tensor contraction of a and b along specified axes.

### Aliases:

* tf.compat.v1.linalg.tensordot
* tf.compat.v1.tensordot
* tf.compat.v2.linalg.tensordot
* tf.compat.v2.tensordot
* tf.linalg.tensordot
* tf.tensordot

tf.tensordot(  
    a,  
    b,  
    axes,  
    name=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Tensordot (also known as tensor contraction) sums the product of elements from a and b over the indices specified by a\_axes and b\_axes. The lists a\_axes and b\_axes specify those pairs of axes along which to contract the tensors. The axis a\_axes[i] of a must have the same dimension as axis b\_axes[i] of b for all i in range(0, len(a\_axes)). The lists a\_axes and b\_axes must have identical length and consist of unique integers that specify valid axes for each of the tensors.

This operation corresponds to numpy.tensordot(a, b, axes).

Example 1: When a and b are matrices (order 2), the case axes = 1 is equivalent to matrix multiplication.

Example 2: When a and b are matrices (order 2), the case axes = [[1], [0]] is equivalent to matrix multiplication.

Example 3: Suppose that aijk and blmn represent two tensors of order 3. Then, contract(a, b, [[0], [2]]) is the order 4 tensor cjklm whose entry corresponding to the indices (j,k,l,m) is given by:

cjklm=∑iaijkblmi.

In general, order(c) = order(a) + order(b) - 2\*len(axes[0]).

#### Args:

* **a**: Tensor of type float32 or float64.
* **b**: Tensor with the same type as a.
* **axes**: Either a scalar N, or a list or an int32 Tensor of shape [2, k]. If axes is a scalar, sum over the last N axes of a and the first N axes of b in order. If axes is a list or Tensor the first and second row contain the set of unique integers specifying axes along which the contraction is computed, for a and b, respectively. The number of axes for a and b must be equal.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor with the same type as a.

#### Raises:

* **ValueError**: If the shapes of a, b, and axes are incompatible.
* **IndexError**: If the values in axes exceed the rank of the corresponding tensor.
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## Class TensorShape

Represents the shape of a Tensor.

### Aliases:

* Class tf.TensorShape
* Class tf.compat.v1.TensorShape
* Class tf.compat.v2.TensorShape

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)

### Used in the tutorials:

* [Text generation with an RNN](https://www.tensorflow.org/beta/tutorials/text/text_generation)

A TensorShape represents a possibly-partial shape specification for a Tensor. It may be one of the following:

* Fully-known shape: has a known number of dimensions and a known size for each dimension. e.g. TensorShape([16, 256])
* Partially-known shape: has a known number of dimensions, and an unknown size for one or more dimension. e.g. TensorShape([None, 256])
* Unknown shape: has an unknown number of dimensions, and an unknown size in all dimensions. e.g. TensorShape(None)

If a tensor is produced by an operation of type "Foo", its shape may be inferred if there is a registered shape function for "Foo". See [Shape functions](https://tensorflow.org/extend/adding_an_op#shape_functions_in_c) for details of shape functions and how to register them. Alternatively, the shape may be set explicitly using [tf.Tensor.set\_shape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#set_shape).

## \_\_init\_\_

\_\_init\_\_(dims)

Creates a new TensorShape with the given dimensions.

#### Args:

* **dims**: A list of Dimensions, or None if the shape is unspecified.

#### Raises:

* **TypeError**: If dims cannot be converted to a list of dimensions.

## Properties

### dims

Returns a list of Dimensions, or None if the shape is unspecified.

### ndims

Deprecated accessor for rank.

### rank

Returns the rank of this shape, or None if it is unspecified.

## Methods

### \_\_bool\_\_

\_\_bool\_\_()

Returns True if this shape contains non-zero information.

### \_\_concat\_\_

\_\_concat\_\_(other)

### \_\_eq\_\_

\_\_eq\_\_(other)

Returns True if self is equivalent to other.

### \_\_getitem\_\_

\_\_getitem\_\_(key)

Returns the value of a dimension or a shape, depending on the key.

#### Args:

* **key**: If key is an integer, returns the dimension at that index; otherwise if key is a slice, returns a TensorShape whose dimensions are those selected by the slice from self.

#### Returns:

An integer if key is an integer, or a TensorShape if key is a slice.

#### Raises:

* **ValueError**: If key is a slice and self is completely unknown and the step is set.

### \_\_iter\_\_

\_\_iter\_\_()

Returns self.dims if the rank is known, otherwise raises ValueError.

### \_\_len\_\_

\_\_len\_\_()

Returns the rank of this shape, or raises ValueError if unspecified.

### \_\_ne\_\_

\_\_ne\_\_(other)

Returns True if self is known to be different from other.

### \_\_nonzero\_\_

\_\_nonzero\_\_()

Returns True if this shape contains non-zero information.

### as\_list

as\_list()

Returns a list of integers or None for each dimension.

#### Returns:

A list of integers or None for each dimension.

#### Raises:

* **ValueError**: If self is an unknown shape with an unknown rank.

### as\_proto

as\_proto()

Returns this shape as a TensorShapeProto.

### assert\_has\_rank

assert\_has\_rank(rank)

Raises an exception if self is not compatible with the given rank.

#### Args:

* **rank**: An integer.

#### Raises:

* **ValueError**: If self does not represent a shape with the given rank.

### assert\_is\_compatible\_with

assert\_is\_compatible\_with(other)

Raises exception if self and other do not represent the same shape.

This method can be used to assert that there exists a shape that both self and other represent.

#### Args:

* **other**: Another TensorShape.

#### Raises:

* **ValueError**: If self and other do not represent the same shape.

### assert\_is\_fully\_defined

assert\_is\_fully\_defined()

Raises an exception if self is not fully defined in every dimension.

#### Raises:

* **ValueError**: If self does not have a known value for every dimension.

### assert\_same\_rank

assert\_same\_rank(other)

Raises an exception if self and other do not have compatible ranks.

#### Args:

* **other**: Another TensorShape.

#### Raises:

* **ValueError**: If self and other do not represent shapes with the same rank.

### concatenate

concatenate(other)

Returns the concatenation of the dimension in self and other.

N.B. If either self or other is completely unknown, concatenation will discard information about the other shape. In future, we might support concatenation that preserves this information for use with slicing.

#### Args:

* **other**: Another TensorShape.

#### Returns:

A TensorShape whose dimensions are the concatenation of the dimensions in self and other.

### is\_compatible\_with

is\_compatible\_with(other)

Returns True iff self is compatible with other.

Two possibly-partially-defined shapes are compatible if there exists a fully-defined shape that both shapes can represent. Thus, compatibility allows the shape inference code to reason about partially-defined shapes. For example:

* TensorShape(None) is compatible with all shapes.
* TensorShape([None, None]) is compatible with all two-dimensional shapes, such as TensorShape([32, 784]), and also TensorShape(None). It is not compatible with, for example, TensorShape([None]) or TensorShape([None, None, None]).
* TensorShape([32, None]) is compatible with all two-dimensional shapes with size 32 in the 0th dimension, and also TensorShape([None, None]) and TensorShape(None). It is not compatible with, for example, TensorShape([32]), TensorShape([32, None, 1]) or TensorShape([64, None]).
* TensorShape([32, 784]) is compatible with itself, and also TensorShape([32, None]), TensorShape([None, 784]), TensorShape([None, None]) and TensorShape(None). It is not compatible with, for example, TensorShape([32, 1, 784]) or TensorShape([None]).

The compatibility relation is reflexive and symmetric, but not transitive. For example, TensorShape([32, 784]) is compatible with TensorShape(None), and TensorShape(None) is compatible with TensorShape([4, 4]), but TensorShape([32, 784]) is not compatible with TensorShape([4, 4]).

#### Args:

* **other**: Another TensorShape.

#### Returns:

True iff self is compatible with other.

### is\_fully\_defined

is\_fully\_defined()

Returns True iff self is fully defined in every dimension.

### merge\_with

merge\_with(other)

Returns a TensorShape combining the information in self and other.

The dimensions in self and other are merged elementwise, according to the rules defined for Dimension.merge\_with().

#### Args:

* **other**: Another TensorShape.

#### Returns:

A TensorShape containing the combined information of self and other.

#### Raises:

* **ValueError**: If self and other are not compatible.

### most\_specific\_compatible\_shape

most\_specific\_compatible\_shape(other)

Returns the most specific TensorShape compatible with self and other.

* TensorShape([None, 1]) is the most specific TensorShape compatible with both TensorShape([2, 1]) and TensorShape([5, 1]). Note that TensorShape(None) is also compatible with above mentioned TensorShapes.
* TensorShape([1, 2, 3]) is the most specific TensorShape compatible with both TensorShape([1, 2, 3]) and TensorShape([1, 2, 3]). There are more less specific TensorShapes compatible with above mentioned TensorShapes, e.g. TensorShape([1, 2, None]), TensorShape(None).

#### Args:

* **other**: Another TensorShape.

#### Returns:

A TensorShape which is the most specific compatible shape of self and other.

### num\_elements

num\_elements()

Returns the total number of elements, or none for incomplete shapes.

### with\_rank

with\_rank(rank)

Returns a shape based on self with the given rank.

This method promotes a completely unknown shape to one with a known rank.

#### Args:

* **rank**: An integer.

#### Returns:

A shape that is at least as specific as self with the given rank.

#### Raises:

* **ValueError**: If self does not represent a shape with the given rank.

### with\_rank\_at\_least

with\_rank\_at\_least(rank)

Returns a shape based on self with at least the given rank.

#### Args:

* **rank**: An integer.

#### Returns:

A shape that is at least as specific as self with at least the given rank.

#### Raises:

* **ValueError**: If self does not represent a shape with at least the given rank.

### with\_rank\_at\_most

with\_rank\_at\_most(rank)

Returns a shape based on self with at most the given rank.

#### Args:

* **rank**: An integer.

#### Returns:

A shape that is at least as specific as self with at most the given rank.

#### Raises:

* **ValueError**: If self does not represent a shape with at most the given rank.

# tf.TensorSpec

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec#top_of_page)
* [Class TensorSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec#class_tensorspec)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec#used_in_the_guide)
  + [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec#used_in_the_tutorials)

## Class TensorSpec

Describes a tf.Tensor.

### Aliases:

* Class tf.TensorSpec
* Class tf.compat.v1.TensorSpec
* Class tf.compat.v2.TensorSpec

Defined in [python/framework/tensor\_spec.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_spec.py).

### Used in the guide:

* [Using the SavedModel format](https://www.tensorflow.org/beta/guide/saved_model)

### Used in the tutorials:

* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Metadata for describing the [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects accepted or returned by some TensorFlow APIs.

## \_\_init\_\_

\_\_init\_\_(  
    shape,  
    dtype=tf.dtypes.float32,  
    name=None  
)

Creates a TensorSpec.

#### Args:

* **shape**: Value convertible to [tf.TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape). The shape of the tensor.
* **dtype**: Value convertible to [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType). The type of the tensor values.
* **name**: Optional name for the Tensor.

#### Raises:

* **TypeError**: If shape is not convertible to a [tf.TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape), or dtype is not convertible to a [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType).

## Properties

### dtype

Returns the dtype of elements in the tensor.

### name

Returns the (optionally provided) name of the described tensor.

### shape

Returns the TensorShape that represents the shape of the tensor.

## Methods

### \_\_eq\_\_

\_\_eq\_\_(other)

### \_\_ne\_\_

\_\_ne\_\_(other)

### from\_spec

@classmethod  
from\_spec(  
    cls,  
    spec,  
    name=None  
)

### from\_tensor

@classmethod  
from\_tensor(  
    cls,  
    tensor,  
    name=None  
)

### is\_compatible\_with

is\_compatible\_with(spec\_or\_tensor)

Returns True if spec\_or\_tensor is compatible with this TensorSpec.

Two tensors are considered compatible if they have the same dtype and their shapes are compatible (see [tf.TensorShape.is\_compatible\_with](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape#is_compatible_with)).

#### Args:

* **spec\_or\_tensor**: A tf.TensorSpec or a tf.Tensor

#### Returns:

True if spec\_or\_tensor is compatible with self.
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Adds sparse updates to an existing tensor according to indices.

### Aliases:

* tf.compat.v1.tensor\_scatter\_add
* tf.compat.v1.tensor\_scatter\_nd\_add
* tf.compat.v2.tensor\_scatter\_nd\_add
* tf.tensor\_scatter\_nd\_add

tf.tensor\_scatter\_nd\_add(  
    tensor,  
    indices,  
    updates,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

This operation creates a new tensor by adding sparse updates to the passed in tensor. This operation is very similar to tf.scatter\_nd\_add, except that the updates are added onto an existing tensor (as opposed to a variable). If the memory for the existing tensor cannot be re-used, a copy is made and updated.

indices is an integer tensor containing indices into a new tensor of shape shape. The last dimension of indices can be at most the rank of shape:

indices.shape[-1] <= shape.rank

The last dimension of indices corresponds to indices into elements (if indices.shape[-1] = shape.rank) or slices (if indices.shape[-1] < shape.rank) along dimension indices.shape[-1] of shape. updates is a tensor with shape

indices.shape[:-1] + shape[indices.shape[-1]:]

The simplest form of tensor\_scatter\_add is to add individual elements to a tensor by index. For example, say we want to add 4 elements in a rank-1 tensor with 8 elements.

In Python, this scatter add operation would look like this:

    indices = tf.constant([[4], [3], [1], [7]])  
    updates = tf.constant([9, 10, 11, 12])  
    tensor = tf.ones([8], dtype=tf.int32)  
    updated = tf.tensor\_scatter\_add(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[1, 12, 1, 11, 10, 1, 1, 13]

We can also, insert entire slices of a higher rank tensor all at once. For example, if we wanted to insert two slices in the first dimension of a rank-3 tensor with two matrices of new values.

In Python, this scatter add operation would look like this:

    indices = tf.constant([[0], [2]])  
    updates = tf.constant([[[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]],  
                           [[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]]])  
    tensor = tf.ones([4, 4, 4])  
    updated = tf.tensor\_scatter\_add(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[[[6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8], [9, 9, 9, 9]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]],  
 [[6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8], [9, 9, 9, 9]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]]]

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, the index is ignored.

#### Args:

* **tensor**: A Tensor. Tensor to copy/update.
* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.
* **updates**: A Tensor. Must have the same type as tensor. Updates to scatter into output.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

# tf.tensor\_scatter\_nd\_sub
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Subtracts sparse updates from an existing tensor according to indices.

### Aliases:

* tf.compat.v1.tensor\_scatter\_nd\_sub
* tf.compat.v1.tensor\_scatter\_sub
* tf.compat.v2.tensor\_scatter\_nd\_sub
* tf.tensor\_scatter\_nd\_sub

tf.tensor\_scatter\_nd\_sub(  
    tensor,  
    indices,  
    updates,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

This operation creates a new tensor by subtracting sparse updates from the passed in tensor. This operation is very similar to tf.scatter\_nd\_sub, except that the updates are subtracted from an existing tensor (as opposed to a variable). If the memory for the existing tensor cannot be re-used, a copy is made and updated.

indices is an integer tensor containing indices into a new tensor of shape shape. The last dimension of indices can be at most the rank of shape:

indices.shape[-1] <= shape.rank

The last dimension of indices corresponds to indices into elements (if indices.shape[-1] = shape.rank) or slices (if indices.shape[-1] < shape.rank) along dimension indices.shape[-1] of shape. updates is a tensor with shape

indices.shape[:-1] + shape[indices.shape[-1]:]

The simplest form of tensor\_scatter\_sub is to subtract individual elements from a tensor by index. For example, say we want to insert 4 scattered elements in a rank-1 tensor with 8 elements.

In Python, this scatter subtract operation would look like this:

    indices = tf.constant([[4], [3], [1], [7]])  
    updates = tf.constant([9, 10, 11, 12])  
    tensor = tf.ones([8], dtype=tf.int32)  
    updated = tf.tensor\_scatter\_sub(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[1, -10, 1, -9, -8, 1, 1, -11]

We can also, insert entire slices of a higher rank tensor all at once. For example, if we wanted to insert two slices in the first dimension of a rank-3 tensor with two matrices of new values.

In Python, this scatter add operation would look like this:

    indices = tf.constant([[0], [2]])  
    updates = tf.constant([[[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]],  
                           [[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]]])  
    tensor = tf.ones([4, 4, 4])  
    updated = tf.tensor\_scatter\_sub(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[[[-4, -4, -4, -4], [-5, -5, -5, -5], [-6, -6, -6, -6], [-7, -7, -7, -7]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]],  
 [[-4, -4, -4, -4], [-5, -5, -5, -5], [-6, -6, -6, -6], [-7, -7, -7, -7]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]]]

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, the index is ignored.

#### Args:

* **tensor**: A Tensor. Tensor to copy/update.
* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.
* **updates**: A Tensor. Must have the same type as tensor. Updates to scatter into output.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

# tf.tensor\_scatter\_nd\_update
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Scatter updates into an existing tensor according to indices.

### Aliases:

* tf.compat.v1.tensor\_scatter\_nd\_update
* tf.compat.v1.tensor\_scatter\_update
* tf.compat.v2.tensor\_scatter\_nd\_update
* tf.tensor\_scatter\_nd\_update

tf.tensor\_scatter\_nd\_update(  
    tensor,  
    indices,  
    updates,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

This operation creates a new tensor by applying sparse updates to the passed in tensor. This operation is very similar to [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd), except that the updates are scattered onto an existing tensor (as opposed to a zero-tensor). If the memory for the existing tensor cannot be re-used, a copy is made and updated.

If indices contains duplicates, then their updates are accumulated (summed).

**WARNING**: The order in which updates are applied is nondeterministic, so the output will be nondeterministic if indices contains duplicates -- because of some numerical approximation issues, numbers summed in different order may yield different results.

indices is an integer tensor containing indices into a new tensor of shape shape. The last dimension of indices can be at most the rank of shape:

indices.shape[-1] <= shape.rank

The last dimension of indices corresponds to indices into elements (if indices.shape[-1] = shape.rank) or slices (if indices.shape[-1] < shape.rank) along dimension indices.shape[-1] of shape. updates is a tensor with shape

indices.shape[:-1] + shape[indices.shape[-1]:]

The simplest form of scatter is to insert individual elements in a tensor by index. For example, say we want to insert 4 scattered elements in a rank-1 tensor with 8 elements.
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In Python, this scatter operation would look like this:

    indices = tf.constant([[4], [3], [1], [7]])  
    updates = tf.constant([9, 10, 11, 12])  
    tensor = tf.ones([8], dtype=tf.int32)  
    updated = tf.tensor\_scatter\_update(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[1, 11, 1, 10, 9, 1, 1, 12]

We can also, insert entire slices of a higher rank tensor all at once. For example, if we wanted to insert two slices in the first dimension of a rank-3 tensor with two matrices of new values.

In Python, this scatter operation would look like this:

    indices = tf.constant([[0], [2]])  
    updates = tf.constant([[[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]],  
                           [[5, 5, 5, 5], [6, 6, 6, 6],  
                            [7, 7, 7, 7], [8, 8, 8, 8]]])  
    tensor = tf.ones([4, 4, 4])  
    updated = tf.tensor\_scatter\_update(tensor, indices, updates)  
    with tf.Session() as sess:  
      print(sess.run(scatter))

The resulting tensor would look like this:

[[[5, 5, 5, 5], [6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]],  
 [[5, 5, 5, 5], [6, 6, 6, 6], [7, 7, 7, 7], [8, 8, 8, 8]],  
 [[1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1], [1, 1, 1, 1]]]

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, the index is ignored.

#### Args:

* **tensor**: A Tensor. Tensor to copy/update.
* **indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.
* **updates**: A Tensor. Must have the same type as tensor. Updates to scatter into output.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as tensor.

# tf.tile

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile#used_in_the_guide)

Constructs a tensor by tiling a given tensor.

### Aliases:

* tf.compat.v1.manip.tile
* tf.compat.v1.tile
* tf.compat.v2.tile
* tf.tile

tf.tile(  
    input,  
    multiples,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

### Used in the guide:

* [Ragged Tensors](https://www.tensorflow.org/beta/guide/ragged_tensors)

This operation creates a new tensor by replicating input multiples times. The output tensor's i'th dimension has input.dims(i) \* multiples[i] elements, and the values of input are replicated multiples[i] times along the 'i'th dimension. For example, tiling [a b c d] by [2] produces [a b c d a b c d].

#### Args:

* **input**: A Tensor. 1-D or higher.
* **multiples**: A Tensor. Must be one of the following types: int32, int64. 1-D. Length must be the same as the number of dimensions in input
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.timestamp

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/timestamp#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/timestamp#aliases)

Provides the time since epoch in seconds.

### Aliases:

* tf.compat.v1.timestamp
* tf.compat.v2.timestamp
* tf.timestamp

tf.timestamp(name=None)

Defined in generated file: python/ops/gen\_logging\_ops.py.

Returns the timestamp as a float64 for seconds since the Unix epoch.

**Note:** the timestamp is computed when the op is executed, not when it is added to the graph.

#### Args:

* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type float64.

# tf.transpose

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/transpose#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/transpose#aliases)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/transpose#used_in_the_tutorials)

Transposes a.

### Aliases:

* tf.compat.v2.transpose
* tf.transpose

tf.transpose(  
    a,  
    perm=None,  
    conjugate=False,  
    name='transpose'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the tutorials:

* [Transformer model for language understanding](https://www.tensorflow.org/beta/tutorials/text/transformer)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Permutes the dimensions according to perm.

The returned tensor's dimension i will correspond to the input dimension perm[i]. If perm is not given, it is set to (n-1...0), where n is the rank of the input tensor. Hence by default, this operation performs a regular matrix transpose on 2-D input Tensors. If conjugate is True and a.dtype is either complex64 or complex128 then the values of a are conjugated and transposed.

#### For example:

x = tf.constant([[1, 2, 3], [4, 5, 6]])  
tf.transpose(x)  # [[1, 4]  
                 #  [2, 5]  
                 #  [3, 6]]  
  
# Equivalently  
tf.transpose(x, perm=[1, 0])  # [[1, 4]  
                              #  [2, 5]  
                              #  [3, 6]]  
  
# If x is complex, setting conjugate=True gives the conjugate transpose  
x = tf.constant([[1 + 1j, 2 + 2j, 3 + 3j],  
                 [4 + 4j, 5 + 5j, 6 + 6j]])  
tf.transpose(x, conjugate=True)  # [[1 - 1j, 4 - 4j],  
                                 #  [2 - 2j, 5 - 5j],  
                                 #  [3 - 3j, 6 - 6j]]  
  
# 'perm' is more useful for n-dimensional tensors, for n > 2  
x = tf.constant([[[ 1,  2,  3],  
                  [ 4,  5,  6]],  
                 [[ 7,  8,  9],  
                  [10, 11, 12]]])  
  
# Take the transpose of the matrices in dimension-0  
# (this common operation has a shorthand `linalg.matrix\_transpose`)  
tf.transpose(x, perm=[0, 2, 1])  # [[[1,  4],  
                                 #   [2,  5],  
                                 #   [3,  6]],  
                                 #  [[7, 10],  
                                 #   [8, 11],  
                                 #   [9, 12]]]

#### Args:

* **a**: A Tensor.
* **perm**: A permutation of the dimensions of a.
* **conjugate**: Optional bool. Setting it to True is mathematically equivalent to tf.math.conj(tf.transpose(input)).
* **name**: A name for the operation (optional).

#### Returns:

A transposed Tensor.

#### Numpy Compatibility

In numpy transposes are memory-efficient constant time operations as they simply return a new view of the same data with adjusted strides.

TensorFlow does not support strides, so transpose returns a new tensor with the items permuted.

# tf.truncatediv

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatediv#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatediv#aliases)

Returns x / y element-wise for integer types.

### Aliases:

* tf.compat.v1.truncatediv
* tf.compat.v2.truncatediv
* tf.truncatediv

tf.truncatediv(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

Truncation designates that negative numbers will round fractional quantities toward zero. I.e. -7 / 5 = -1. This matches C semantics but it is different than Python semantics. See FloorDiv for a division function that matches Python Semantics.

NOTE: truncatediv supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.truncatemod

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatemod#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatemod#aliases)

Returns element-wise remainder of division. This emulates C semantics in that

### Aliases:

* tf.compat.v1.truncatemod
* tf.compat.v2.truncatemod
* tf.truncatemod

tf.truncatemod(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

the result here is consistent with a truncating divide. E.g. truncate(x / y) \* y + truncate\_mod(x, y) = x.

NOTE: truncatemod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

* **x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.tuple

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tuple#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tuple#aliases)

Group tensors together.

### Aliases:

* tf.compat.v2.tuple
* tf.tuple

tf.tuple(  
    tensors,  
    control\_inputs=None,  
    name=None  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

This creates a tuple of tensors with the same values as the tensors argument, except that the value of each tensor is only returned after the values of all tensors have been computed.

control\_inputs contains additional ops that have to finish before this op finishes, but whose outputs are not returned.

This can be used as a "join" mechanism for parallel computations: all the argument tensors can be computed in parallel, but the values of any tensor returned by tuple are only available after all the parallel computations are done.

See also [tf.group](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group) and [tf.control\_dependencies](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies).

#### Args:

* **tensors**: A list of Tensors or IndexedSlices, some entries can be None.
* **control\_inputs**: List of additional ops to finish before returning.
* **name**: (optional) A name to use as a name\_scope for the operation.

#### Returns:

Same as tensors.

#### Raises:

* **ValueError**: If tensors does not contain any Tensor or IndexedSlices.
* **TypeError**: If control\_inputs is not a list of Operation or Tensor objects.

# tf.UnconnectedGradients

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients#top_of_page)
* [Class UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients#class_unconnectedgradients)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients#aliases)
* [Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients#class_members)

## Class UnconnectedGradients

Controls how gradient computation behaves when y does not depend on x.

### Aliases:

* Class tf.UnconnectedGradients
* Class tf.compat.v1.UnconnectedGradients
* Class tf.compat.v2.UnconnectedGradients

Defined in [python/ops/unconnected\_gradients.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/unconnected_gradients.py).

The gradient of y with respect to x can be zero in two different ways: there could be no differentiable path in the graph connecting x to y (and so we can statically prove that the gradient is zero) or it could be that runtime values of tensors in a particular execution lead to a gradient of zero (say, if a relu unit happens to not be activated). To allow you to distinguish between these two cases you can choose what value gets returned for the gradient when there is no path in the graph from x to y:

* NONE: Indicates that [None] will be returned if there is no path from x to y
* ZERO: Indicates that a zero tensor will be returned in the shape of x.

## Class Members

* NONE
* ZERO

# tf.unique

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique#aliases)

Finds unique elements in a 1-D tensor.

### Aliases:

* tf.compat.v1.unique
* tf.compat.v2.unique
* tf.unique

tf.unique(  
    x,  
    out\_idx=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation returns a tensor y containing all of the unique elements of x sorted in the same order that they occur in x. This operation also returns a tensor idx the same size as x that contains the index of each value of x in the unique output y. In other words:

y[idx[i]] = x[i] for i in [0, 1,...,rank(x) - 1]

#### For example:

# tensor 'x' is [1, 1, 2, 4, 4, 4, 7, 8, 8]  
y, idx = unique(x)  
y ==> [1, 2, 4, 7, 8]  
idx ==> [0, 0, 1, 2, 2, 2, 3, 4, 4]

#### Args:

* **x**: A Tensor. 1-D.
* **out\_idx**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).
* **name**: A name for the operation (optional).

#### Returns:

A tuple of Tensor objects (y, idx).

* **y**: A Tensor. Has the same type as x.
* **idx**: A Tensor of type out\_idx.

# tf.unique\_with\_counts

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique_with_counts#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique_with_counts#aliases)

Finds unique elements in a 1-D tensor.

### Aliases:

* tf.compat.v1.unique\_with\_counts
* tf.compat.v2.unique\_with\_counts
* tf.unique\_with\_counts

tf.unique\_with\_counts(  
    x,  
    out\_idx=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation returns a tensor y containing all of the unique elements of x sorted in the same order that they occur in x. This operation also returns a tensor idx the same size as x that contains the index of each value of x in the unique output y. Finally, it returns a third tensor count that contains the count of each element of y in x. In other words:

y[idx[i]] = x[i] for i in [0, 1,...,rank(x) - 1]

#### For example:

# tensor 'x' is [1, 1, 2, 4, 4, 4, 7, 8, 8]  
y, idx, count = unique\_with\_counts(x)  
y ==> [1, 2, 4, 7, 8]  
idx ==> [0, 0, 1, 2, 2, 2, 3, 4, 4]  
count ==> [2, 1, 3, 1, 2]

#### Args:

* **x**: A Tensor. 1-D.
* **out\_idx**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).
* **name**: A name for the operation (optional).

#### Returns:

A tuple of Tensor objects (y, idx, count).

* **y**: A Tensor. Has the same type as x.
* **idx**: A Tensor of type out\_idx.
* **count**: A Tensor of type out\_idx.

# tf.unravel\_index

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unravel_index#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unravel_index#aliases)

Converts a flat index or array of flat indices into a tuple of

### Aliases:

* tf.compat.v1.unravel\_index
* tf.compat.v2.unravel\_index
* tf.unravel\_index

tf.unravel\_index(  
    indices,  
    dims,  
    name=None  
)

Defined in generated file: python/ops/gen\_array\_ops.py.

coordinate arrays.

#### Args:

* **indices**: A Tensor. Must be one of the following types: int32, int64. An 0-D or 1-D intTensor whose elements are indices into the flattened version of an array of dimensions dims.
* **dims**: A Tensor. Must have the same type as indices. An 1-D int Tensor. The shape of the array to use for unraveling indices.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as indices.

#### Numpy Compatibility

Equivalent to np.unravel\_index

# tf.unstack

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unstack#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unstack#aliases)

Unpacks the given dimension of a rank-R tensor into rank-(R-1) tensors.

### Aliases:

* tf.compat.v1.unstack
* tf.compat.v2.unstack
* tf.unstack

tf.unstack(  
    value,  
    num=None,  
    axis=0,  
    name='unstack'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Unpacks num tensors from value by chipping it along the axis dimension. If num is not specified (the default), it is inferred from value's shape. If value.shape[axis] is not known, ValueError is raised.

For example, given a tensor of shape (A, B, C, D);

If axis == 0 then the i'th tensor in output is the slice value[i, :, :, :] and each tensor in output will have shape (B, C, D). (Note that the dimension unpacked along is gone, unlike split).

If axis == 1 then the i'th tensor in output is the slice value[:, i, :, :] and each tensor in output will have shape (A, C, D). Etc.

This is the opposite of stack.

#### Args:

* **value**: A rank R > 0 Tensor to be unstacked.
* **num**: An int. The length of the dimension axis. Automatically inferred if None (the default).
* **axis**: An int. The axis to unstack along. Defaults to the first dimension. Negative values wrap around, so the valid range is [-R, R).
* **name**: A name for the operation (optional).

#### Returns:

The list of Tensor objects unstacked from value.

#### Raises:

* **ValueError**: If num is unspecified and cannot be inferred.
* **ValueError**: If axis is out of the range [-R, R).

# tf.Variable.SaveSliceInfo

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo#top_of_page)
* [Class SaveSliceInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo#class_savesliceinfo)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo#aliases)
* [\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo#__init__)
* [Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo#properties)

## Class SaveSliceInfo

Information on how to save this Variable as a slice.

### Aliases:

* Class tf.Variable.SaveSliceInfo
* Class tf.compat.v1.Variable.SaveSliceInfo
* Class tf.compat.v2.Variable.SaveSliceInfo

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

Provides internal support for saving variables as slices of a larger variable. This API is not public and is subject to change.

#### Available properties:

* full\_name
* full\_shape
* var\_offset
* var\_shape

## \_\_init\_\_

\_\_init\_\_(  
    full\_name=None,  
    full\_shape=None,  
    var\_offset=None,  
    var\_shape=None,  
    save\_slice\_info\_def=None,  
    import\_scope=None  
)

Create a SaveSliceInfo.

#### Args:

* **full\_name**: Name of the full variable of which this Variable is a slice.
* **full\_shape**: Shape of the full variable, as a list of int.
* **var\_offset**: Offset of this Variable into the full variable, as a list of int.
* **var\_shape**: Shape of this Variable, as a list of int.
* **save\_slice\_info\_def**: SaveSliceInfoDef protocol buffer. If not None, recreates the SaveSliceInfo object its contents. save\_slice\_info\_def and other arguments are mutually exclusive.
* **import\_scope**: Optional string. Name scope to add. Only used when initializing from protocol buffer.

## Properties

### spec

Computes the spec string used for saving.

## Methods

### to\_proto

to\_proto(export\_scope=None)

Returns a SaveSliceInfoDef() proto.

#### Args:

* **export\_scope**: Optional string. Name scope to remove.

#### Returns:

A SaveSliceInfoDef protocol buffer, or None if the Variable is not in the specified name scope.

# tf.VariableSynchronization

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization#top_of_page)
* [Class VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization#class_variablesynchronization)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization#aliases)
* [Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization#class_members)

## Class VariableSynchronization

Indicates when a distributed variable will be synced.

### Aliases:

* Class tf.VariableSynchronization
* Class tf.compat.v1.VariableSynchronization
* Class tf.compat.v2.VariableSynchronization

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

* AUTO: Indicates that the synchronization will be determined by the currentDistributionStrategy (eg. With MirroredStrategy this would be ON\_WRITE).
* NONE: Indicates that there will only be one copy of the variable, so there is no need to sync.
* ON\_WRITE: Indicates that the variable will be updated across devices every time it is written.
* ON\_READ: Indicates that the variable will be aggregated across devices when it is read (eg. when checkpointing or when evaluating an op that uses the variable).

## Class Members

* AUTO
* NONE
* ON\_READ
* ON\_WRITE

# tf.vectorized\_map

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/vectorized_map#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/vectorized_map#aliases)

Parallel map on the list of tensors unpacked from elems on dimension 0.

### Aliases:

* tf.compat.v1.vectorized\_map
* tf.compat.v2.vectorized\_map
* tf.vectorized\_map

tf.vectorized\_map(  
    fn,  
    elems  
)

Defined in [python/ops/parallel\_for/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/parallel_for/control_flow_ops.py).

This method works similar to tf.map\_fn but is optimized to run much faster, but possibly with a much larger memory footprint. The speedups are obtained by vectorization (see https://arxiv.org/pdf/1903.04243.pdf). The idea behind vectorization is to semantically launch all the invocations of fn in parallel and fuse corresponding operations across all these invocations. This fusion is done statically at graph generation time and the generated code is often similar in performance to a manually fused version.

For example, let's look at a method that calculates the outer product of a matrix.

def outer\_product(a):  
  return tf.tensordot(a, a, 0)  
  
# outer\_product was designed to not support batching.  
c = outer\_product(tf.ones((2, 3)))  
# The shape is consistent  
assert c.shape == (2, 3, 2, 3)

Now suppose we want an efficient batched version of outer\_product. We can simply write:

batch\_size = 100  
a = tf.ones((batch\_size, 32, 32))  
c = tf.vectorized\_map(outer\_product, a)  
assert c.shape == (batch\_size, 32, 32, 32, 32)  
 ```  
  
Because <a href="../tf/vectorized\_map"><code>tf.vectorized\_map</code></a> fully parallelizes the batch, this method will  
generally be significantly faster than using <a href="../tf/map\_fn"><code>tf.map\_fn</code></a>, especially in eager  
mode.  
  
This is an experimental feature and currently has a lot of limitations:  
  - There should be no data dependency between the different semantic  
    invocations of `fn`, i.e. it should be safe to map the elements of the  
    inputs in any order.  
  - Stateful kernels may mostly not be supported since these often imply a  
    data dependency. We do support a limited set of such stateful kernels  
    though (like RandomFoo, Variable operations like reads, etc).  
  - `fn` has limited support for control flow operations. <a href="../tf/cond"><code>tf.cond</code></a> in  
    particular is not supported.  
  - `fn` should return nested structure of Tensors or Operations. However  
    if an Operation is returned, it should have zero outputs.  
  - The shape and dtype of `fn` outputs should not depend on the input  
    to `fn`.  
  
#### Args:  
  
  
\* <b>`fn`</b>: The callable to be performed. It accepts one argument, which will have  
  the same (possibly nested) structure as `elems`, and returns a possibly  
  nested structure of Tensors and Operations, which may be different than  
  the structure of `elems`.  
\* <b>`elems`</b>: A tensor or (possibly nested) sequence of tensors, each of which will  
  be unpacked along their first dimension. The nested sequence of the  
  resulting slices will be mapped over by `fn`.  
  
  
#### Returns:  
  
A tensor or (possibly nested) sequence of tensors. Each tensor packs the  
results of applying fn to tensors unpacked from elems along the first  
dimension, from first to last.

# tf.zeros

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros#used_in_the_tutorials)

Creates a tensor with all elements set to zero.

### Aliases:

* tf.compat.v1.zeros
* tf.compat.v2.zeros
* tf.zeros

tf.zeros(  
    shape,  
    dtype=tf.dtypes.float32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

### Used in the guide:

* [Convert Your Existing Code to TensorFlow 2.0](https://www.tensorflow.org/beta/guide/migration_guide)
* [The Keras Functional API in TensorFlow](https://www.tensorflow.org/beta/guide/keras/functional)
* [Training checkpoints](https://www.tensorflow.org/beta/guide/checkpoints)
* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)
* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [Custom layers](https://www.tensorflow.org/beta/tutorials/eager/custom_layers)
* [Custom training: basics](https://www.tensorflow.org/beta/tutorials/eager/custom_training)
* [Image Captioning with Attention](https://www.tensorflow.org/beta/tutorials/text/image_captioning)
* [Neural Machine Translation with Attention](https://www.tensorflow.org/beta/tutorials/text/nmt_with_attention)
* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

This operation returns a tensor of type dtype with shape shape and all elements set to zero.

#### For example:

tf.zeros([3, 4], tf.int32)  # [[0, 0, 0, 0], [0, 0, 0, 0], [0, 0, 0, 0]]

#### Args:

* **shape**: A list of integers, a tuple of integers, or a 1-D Tensor of type int32.
* **dtype**: The type of an element in the resulting Tensor.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor with all elements set to zero.

# tf.zeros\_initializer

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer#top_of_page)
* [Class zeros\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer#class_zeros_initializer)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer#aliases)
  + [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer#used_in_the_guide)
* [Methods](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros_initializer#methods)

## Class zeros\_initializer

Initializer that generates tensors initialized to 0.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/keras/initializers/Initializer)

### Aliases:

* Class tf.compat.v2.initializers.Zeros
* Class tf.compat.v2.initializers.zeros
* Class tf.compat.v2.keras.initializers.Zeros
* Class tf.compat.v2.keras.initializers.zeros
* Class tf.compat.v2.zeros\_initializer
* Class tf.initializers.Zeros
* Class tf.initializers.zeros
* Class tf.keras.initializers.Zeros
* Class tf.keras.initializers.zeros
* Class tf.zeros\_initializer

Defined in [python/ops/init\_ops\_v2.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops_v2.py).

### Used in the guide:

* [Writing layers and models with TensorFlow Keras](https://www.tensorflow.org/beta/guide/keras/custom_layers_and_models)

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=tf.dtypes.float32  
)

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

* **config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

Returns the configuration of the initializer as a JSON-serializable dict.

#### Returns:

A JSON-serializable Python dict.

# tf.audio.decode\_wav

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/audio/decode_wav#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/audio/decode_wav#aliases)

Decode a 16-bit PCM WAV file to a float tensor.

### Aliases:

* tf.audio.decode\_wav
* tf.compat.v1.audio.decode\_wav
* tf.compat.v2.audio.decode\_wav

tf.audio.decode\_wav(  
    contents,  
    desired\_channels=-1,  
    desired\_samples=-1,  
    name=None  
)

Defined in generated file: python/ops/gen\_audio\_ops.py.

The -32768 to 32767 signed 16-bit values will be scaled to -1.0 to 1.0 in float.

When desired\_channels is set, if the input contains fewer channels than this then the last channel will be duplicated to give the requested number, else if the input has more channels than requested then the additional channels will be ignored.

If desired\_samples is set, then the audio will be cropped or padded with zeroes to the requested length.

The first output contains a Tensor with the content of the audio samples. The lowest dimension will be the number of channels, and the second will be the number of samples. For example, a ten-sample-long stereo WAV file should give an output shape of [10, 2].

#### Args:

* **contents**: A Tensor of type string. The WAV-encoded audio, usually from a file.
* **desired\_channels**: An optional int. Defaults to -1. Number of sample channels wanted.
* **desired\_samples**: An optional int. Defaults to -1. Length of audio requested.
* **name**: A name for the operation (optional).

#### Returns:

A tuple of Tensor objects (audio, sample\_rate).

* **audio**: A Tensor of type float32.
* **sample\_rate**: A Tensor of type int32.

# tf.audio.encode\_wav

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/audio/encode_wav#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/audio/encode_wav#aliases)

Encode audio data using the WAV file format.

### Aliases:

* tf.audio.encode\_wav
* tf.compat.v1.audio.encode\_wav
* tf.compat.v2.audio.encode\_wav

tf.audio.encode\_wav(  
    audio,  
    sample\_rate,  
    name=None  
)

Defined in generated file: python/ops/gen\_audio\_ops.py.

This operation will generate a string suitable to be saved out to create a .wav audio file. It will be encoded in the 16-bit PCM format. It takes in float values in the range -1.0f to 1.0f, and any outside that value will be clamped to that range.

audio is a 2-D float Tensor of shape [length, channels]. sample\_rate is a scalar Tensor holding the rate to use (e.g. 44100).

#### Args:

* **audio**: A Tensor of type float32. 2-D with shape [length, channels].
* **sample\_rate**: A Tensor of type int32. Scalar containing the sample frequency.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor of type string.

Module: tf.autograph

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph#top_of_page)
* [Modules](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph#modules)
* [Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph#functions)

Conversion of plain Python into TensorFlow graph code.

NOTE: In TensorFlow 2.0, AutoGraph is automatically applied when using [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function). This module contains lower-level APIs for advanced use.

For more information, see the [AutoGraph guide](https://www.tensorflow.org/guide/autograph).

By equivalent graph code we mean code that generates a TensorFlow graph when run. The generated graph has the same effects as the original code when executed (for example with [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) or [tf.compat.v1.Session.run](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session#run)). In other words, using AutoGraph can be thought of as running Python in TensorFlow.

Modules

[experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental) module: Public API for tf.autograph.experimental namespace.

Functions

[set\_verbosity(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/set_verbosity): Sets the AutoGraph verbosity level.

[to\_code(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code): Similar to to\_graph, but returns Python source code as a string.

[to\_graph(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_graph): Converts a Python entity into a TensorFlow graph.

[trace(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/trace): Traces argument information at compilation time.

# tf.autograph.set\_verbosity

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/set_verbosity#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/set_verbosity#aliases)

Sets the AutoGraph verbosity level.

### Aliases:

* tf.autograph.set\_verbosity
* tf.compat.v1.autograph.set\_verbosity
* tf.compat.v2.autograph.set\_verbosity

tf.autograph.set\_verbosity(  
    level,  
    alsologtostdout=False  
)

Defined in [python/autograph/utils/ag\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/utils/ag_logging.py).

Debug logging in AutoGraph

More verbose logging is useful to enable when filing bug reports or doing more in-depth debugging.

There are two controls that control the logging verbosity:

* The set\_verbosity function
* The AUTOGRAPH\_VERBOSITY environment variable

set\_verbosity takes precedence over the environment variable.

#### For example:

import os  
import tensorflow as tf  
  
os.environ['AUTOGRAPH\_VERBOSITY'] = 5  
# Verbosity is now 5  
  
tf.autograph.set\_verbosity(0)  
# Verbosity is now 0  
  
os.environ['AUTOGRAPH\_VERBOSITY'] = 1  
# No effect, because set\_verbosity was already called.

Logs entries are output to [absl](https://abseil.io/)'s default output, with INFO level. Logs can be mirrored to stdout by using the alsologtostdout argument. Mirroring is enabled by default when Python runs in interactive mode.

#### Args:

* **level**: int, the verbosity level; larger values specify increased verbosity; 0 means no logging. When reporting bugs, it is recommended to set this value to a larges number, like 10.
* **alsologtostdout**: bool, whether to also output log messages to sys.stdout.

# tf.autograph.to\_code

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code#aliases)
* [Used in the guide:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code#used_in_the_guide)
* [Used in the tutorials:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code#used_in_the_tutorials)

Similar to to\_graph, but returns Python source code as a string.

### Aliases:

* tf.autograph.to\_code
* tf.compat.v2.autograph.to\_code

tf.autograph.to\_code(  
    entity,  
    recursive=True,  
    experimental\_optional\_features=None  
)

Defined in [python/autograph/impl/api.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/impl/api.py).

### Used in the guide:

* [tf.function and AutoGraph in TensorFlow 2.0](https://www.tensorflow.org/beta/guide/autograph)

### Used in the tutorials:

* [tf.function](https://www.tensorflow.org/beta/tutorials/eager/tf_function)

Also see: [tf.autograph.to\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_graph).

to\_graph returns the Python source code that can be used to generate a TensorFlow graph that is functionally identical to the input Python code.

#### Args:

* **entity**: Python callable or class to convert.
* **recursive**: Whether to recursively convert any functions that the converted function may call.
* **experimental\_optional\_features**: None, a tuple of, or a single[tf.autograph.experimental.Feature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature) value. Controls the use of optional features in the conversion process.

#### Returns:

The converted code as string.

# tf.autograph.to\_graph

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_graph#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_graph#aliases)

Converts a Python entity into a TensorFlow graph.

### Aliases:

* tf.autograph.to\_graph
* tf.compat.v2.autograph.to\_graph

tf.autograph.to\_graph(  
    entity,  
    recursive=True,  
    experimental\_optional\_features=None  
)

Defined in [python/autograph/impl/api.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/impl/api.py).

Also see: [tf.autograph.to\_code](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/to_code), [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function).

Unlike [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function), to\_graph is a low-level transpiler that converts Python code to TensorFlow graph code. It does not implement any caching, variable management or create any actual ops, and is best used where greater control over the generated TensorFlow graph is desired. Another difference from [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) is that to\_graph will not wrap the graph into a TensorFlow function or a Python callable. Internally, [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) uses to\_graph.

Example Usage

  def foo(x):  
    if x > 0:  
      y = x \* x  
    else:  
      y = -x  
    return y  
  
  converted\_foo = to\_graph(foo)  
  
  x = tf.constant(1)  
  y = converted\_foo(x)  # converted\_foo is a TensorFlow Op-like.  
  assert is\_tensor(y)

Supported Python entities include: \* functions \* classes \* object methods

Functions are converted into new functions with converted code.

Classes are converted by generating a new class whose methods use converted code.

Methods are converted into unbound function that have an additional first argument called self.

#### Args:

* **entity**: Python callable or class to convert.
* **recursive**: Whether to recursively convert any functions that the converted function may call.
* **experimental\_optional\_features**: None, a tuple of, or a single[tf.autograph.experimental.Feature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature) value. Controls the use of optional features in the conversion process.

#### Returns:

Same as entity, the converted Python function or class.

#### Raises:

* **ValueError**: If the entity could not be converted.

# tf.autograph.trace

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/trace#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/trace#aliases)

Traces argument information at compilation time.

### Aliases:

* tf.autograph.trace
* tf.compat.v1.autograph.trace
* tf.compat.v2.autograph.trace

tf.autograph.trace(\*args)

Defined in [python/autograph/utils/ag\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/utils/ag_logging.py).

trace is useful when debugging, and it always executes during the tracing phase, that is, when the TF graph is constructed.

Example usage

import tensorflow as tf  
  
for i in tf.range(10):  
  tf.autograph.trace(i)  
# Output: <Tensor ...>

#### Args:

* **\*args**: Arguments to print to sys.stdout.

# tf.autograph.experimental.do\_not\_convert

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/do_not_convert#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/do_not_convert#aliases)

Decorator that suppresses the conversion of a function.

### Aliases:

* tf.autograph.experimental.do\_not\_convert
* tf.compat.v1.autograph.experimental.do\_not\_convert
* tf.compat.v2.autograph.experimental.do\_not\_convert

tf.autograph.experimental.do\_not\_convert(  
    func=None,  
    run\_as=RunMode.GRAPH,  
    return\_dtypes=None  
)

Defined in [python/autograph/impl/api.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/impl/api.py).

See also: docs/pyfunc\_dtypes.md

#### Args:

* **func**: function to decorate.
* **run\_as**: RunMode, specifies how to use the function in TensorFlow.
* **return\_dtypes**: Optional[Iterable[ Union[tf.DType, utils.py\_func.MatchDType]]], the return data types of the converted function, if run\_as is RunMode.PY\_FUNC. Ignored otherwise. May be set to None if the function has no return values.

#### Returns:

If func is not None, returns a Callable which is equivalent to func, but is not converted by AutoGraph. If func is None, returns a decorator that, when invoked with a single func argument, returns a Callable equivalent to the above case.

# tf.autograph.experimental.Feature

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature#top_of_page)
* [Class Feature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature#class_feature)
  + [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature#aliases)
* [Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/Feature#class_members)

## Class Feature

Represents conversion options that can be toggled on or off.

### Aliases:

* Class tf.autograph.experimental.Feature
* Class tf.compat.v1.autograph.experimental.Feature
* Class tf.compat.v2.autograph.experimental.Feature

Defined in [python/autograph/core/converter.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/core/converter.py).

#### Attributes:

* **ALL**: Enable all features.
* **AUTO\_CONTROL\_DEPS**: Insert of control dependencies in the generated code.
* **ASSERT\_STATEMENTS**: Convert Tensor-dependent assert statements to tf.Assert.
* **BUILTIN\_FUNCTIONS**: Convert builtin functions applied to Tensors to their TF counterparts.
* **EQUALITY\_OPERATORS**: Whether to convert the comparison operators, like equality. This is soon to be deprecated as support is being added to the Tensor class.
* **LISTS**: Convert list idioms, like initializers, slices, append, etc.
* **NAME\_SCOPES**: Insert name scopes that name ops according to context, like the function they were defined in.

## Class Members

* ALL
* ASSERT\_STATEMENTS
* AUTO\_CONTROL\_DEPS
* BUILTIN\_FUNCTIONS
* EQUALITY\_OPERATORS
* LISTS
* NAME\_SCOPES

# tf.autograph.experimental.set\_loop\_options

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/set_loop_options#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/autograph/experimental/set_loop_options#aliases)

Specifies additional arguments to be passed to the enclosing while\_loop.

### Aliases:

* tf.autograph.experimental.set\_loop\_options
* tf.compat.v1.autograph.experimental.set\_loop\_options
* tf.compat.v2.autograph.experimental.set\_loop\_options

tf.autograph.experimental.set\_loop\_options(  
    parallel\_iterations=UNSPECIFIED,  
    back\_prop=UNSPECIFIED,  
    swap\_memory=UNSPECIFIED,  
    maximum\_iterations=UNSPECIFIED  
)

Defined in [python/autograph/lang/directives.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/autograph/lang/directives.py).

The parameters apply to and only to the immediately enclosing loop. It only has effect if the loop is staged as a TF while\_loop; otherwise the parameters have no effect.

#### Usage example:

@tf.function(autograph=True) def dynamic\_rnn(..., parallel\_iterations=32): num\_steps = ... for t in tf.range(num\_steps): tf.autograph.experimental.set\_loop\_options( parallel\_iterations=parallel\_iterations) ...

#### Args:

* **parallel\_iterations**: See tf.while\_loop.
* **back\_prop**: See tf.while\_loop.
* **swap\_memory**: See tf.while\_loop.
* **maximum\_iterations**: See tf.while\_loop.

Module: tf.bitwise

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise#top_of_page)
* [Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise#functions)

Operations for manipulating the binary representations of integers.

Functions

[bitwise\_and(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_and): Elementwise computes the bitwise AND of x and y.

[bitwise\_or(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_or): Elementwise computes the bitwise OR of x and y.

[bitwise\_xor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_xor): Elementwise computes the bitwise XOR of x and y.

[invert(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/invert): Flips all bits elementwise.

[left\_shift(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/left_shift): Elementwise computes the bitwise left-shift of x and y.

[right\_shift(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/right_shift): Elementwise computes the bitwise right-shift of x and y.

# tf.bitwise.bitwise\_and

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_and#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_and#aliases)

Elementwise computes the bitwise AND of x and y.

### Aliases:

* tf.bitwise.bitwise\_and
* tf.compat.v1.bitwise.bitwise\_and
* tf.compat.v2.bitwise.bitwise\_and

tf.bitwise.bitwise\_and(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

The result will have those bits set, that are set in both x and y. The computation is performed on the underlying representations of x and y.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.bitwise.bitwise\_or

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_or#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_or#aliases)

Elementwise computes the bitwise OR of x and y.

### Aliases:

* tf.bitwise.bitwise\_or
* tf.compat.v1.bitwise.bitwise\_or
* tf.compat.v2.bitwise.bitwise\_or

tf.bitwise.bitwise\_or(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

The result will have those bits set, that are set in x, y or both. The computation is performed on the underlying representations of x and y.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.bitwise.bitwise\_xor

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_xor#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/bitwise_xor#aliases)

Elementwise computes the bitwise XOR of x and y.

### Aliases:

* tf.bitwise.bitwise\_xor
* tf.compat.v1.bitwise.bitwise\_xor
* tf.compat.v2.bitwise.bitwise\_xor

tf.bitwise.bitwise\_xor(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

The result will have those bits set, that are different in x and y. The computation is performed on the underlying representations of x and y.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.bitwise.invert

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/invert#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/invert#aliases)

Flips all bits elementwise.

### Aliases:

* tf.bitwise.invert
* tf.compat.v1.bitwise.invert
* tf.compat.v2.bitwise.invert

tf.bitwise.invert(  
    x,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

The result will have exactly those bits set, that are not set in x. The computation is performed on the underlying representation of x.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.bitwise.left\_shift

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/left_shift#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/left_shift#aliases)

Elementwise computes the bitwise left-shift of x and y.

### Aliases:

* tf.bitwise.left\_shift
* tf.compat.v1.bitwise.left\_shift
* tf.compat.v2.bitwise.left\_shift

tf.bitwise.left\_shift(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

If y is negative, or greater than or equal to the width of x in bits the result is implementation defined.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.bitwise.right\_shift

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/right_shift#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitwise/right_shift#aliases)

Elementwise computes the bitwise right-shift of x and y.

### Aliases:

* tf.bitwise.right\_shift
* tf.compat.v1.bitwise.right\_shift
* tf.compat.v2.bitwise.right\_shift

tf.bitwise.right\_shift(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_bitwise\_ops.py.

Performs a logical shift for unsigned integer types, and an arithmetic shift for signed integer types.

If y is negative, or greater than or equal to than the width of x in bits the result is implementation defined.

#### Args:

* **x**: A Tensor. Must be one of the following types: int8, int16, int32, int64, uint8, uint16, uint32, uint64.
* **y**: A Tensor. Must have the same type as x.
* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

Module: tf.compat

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#top_of_page)
* [Conversion routines](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#conversion_routines)
* [Types](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#types)
* [Modules](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#modules)
* [Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#functions)
* [Other Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat#other_members)

Functions for Python 2 vs. 3 compatibility.

Conversion routines

In addition to the functions below, as\_str converts an object to a str.

Types

The compatibility module also provides the following types:

* bytes\_or\_text\_types
* complex\_types
* integral\_types
* real\_types

Modules

[v1](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1) module: Bring in all of the public TensorFlow interface into this module.

[v2](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v2) module: Bring in all of the public TensorFlow interface into this module.

Functions

[as\_bytes(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_bytes): Converts bytearray, bytes, or unicode python input types to bytes.

[as\_str(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_text): Converts any string-like python input types to unicode.

[as\_str\_any(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_str_any): Converts input to str type.

[as\_text(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_text): Converts any string-like python input types to unicode.

[dimension\_at\_index(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_at_index): Compatibility utility required to allow for both V1 and V2 behavior in TF.

[dimension\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_value): Compatibility utility required to allow for both V1 and V2 behavior in TF.

[forward\_compatibility\_horizon(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/forward_compatibility_horizon): Context manager for testing forward compatibility of generated graphs.

[forward\_compatible(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/forward_compatible): Return true if the forward compatibility window has expired.

[path\_to\_str(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/path_to_str): Converts input which is a PathLike object to str type.

Other Members

* bytes\_or\_text\_types
* complex\_types
* integral\_types
* real\_types

# tf.compat.as\_bytes

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_bytes#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_bytes#aliases)

Converts bytearray, bytes, or unicode python input types to bytes.

### Aliases:

* tf.compat.as\_bytes
* tf.compat.v1.compat.as\_bytes
* tf.compat.v2.compat.as\_bytes

tf.compat.as\_bytes(  
    bytes\_or\_text,  
    encoding='utf-8'  
)

Defined in [python/util/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/util/compat.py).

Uses utf-8 encoding for text by default.

#### Args:

* **bytes\_or\_text**: A bytearray, bytes, str, or unicode object.
* **encoding**: A string indicating the charset for encoding unicode.

#### Returns:

A bytes object.

#### Raises:

* **TypeError**: If bytes\_or\_text is not a binary or unicode string.

# tf.compat.as\_str\_any

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_str_any#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_str_any#aliases)

Converts input to str type.

### Aliases:

* tf.compat.as\_str\_any
* tf.compat.v1.compat.as\_str\_any
* tf.compat.v2.compat.as\_str\_any

tf.compat.as\_str\_any(value)

Defined in [python/util/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/util/compat.py).

Uses str(value), except for bytes typed inputs, which are converted using as\_str.

#### Args:

* **value**: A object that can be converted to str.

#### Returns:

A str object.

# tf.compat.as\_text

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_text#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/as_text#aliases)

Converts any string-like python input types to unicode.

### Aliases:

* tf.compat.as\_str
* tf.compat.as\_text
* tf.compat.v1.compat.as\_str
* tf.compat.v1.compat.as\_text
* tf.compat.v2.compat.as\_str
* tf.compat.v2.compat.as\_text

tf.compat.as\_text(  
    bytes\_or\_text,  
    encoding='utf-8'  
)

Defined in [python/util/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/util/compat.py).

Returns the input as a unicode string. Uses utf-8 encoding for text by default.

#### Args:

* **bytes\_or\_text**: A bytes, str, or unicode object.
* **encoding**: A string indicating the charset for decoding unicode.

#### Returns:

A unicode (Python 2) or str (Python 3) object.

#### Raises:

* **TypeError**: If bytes\_or\_text is not a binary or unicode string.

# tf.compat.dimension\_at\_index

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_at_index#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_at_index#aliases)

Compatibility utility required to allow for both V1 and V2 behavior in TF.

### Aliases:

* tf.compat.dimension\_at\_index
* tf.compat.v1.compat.dimension\_at\_index
* tf.compat.v1.dimension\_at\_index
* tf.compat.v2.compat.dimension\_at\_index

tf.compat.dimension\_at\_index(  
    shape,  
    index  
)

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

Until the release of TF 2.0, we need the legacy behavior of TensorShape to coexist with the new behavior. This utility is a bridge between the two.

If you want to retrieve the Dimension instance corresponding to a certain index in a TensorShape instance, use this utility, like this:

# If you had this in your V1 code:  
dim = tensor\_shape[i]  
  
# Use `dimension\_at\_index` as direct replacement compatible with both V1 & V2:  
dim = dimension\_at\_index(tensor\_shape, i)  
  
# Another possibility would be this, but WARNING: it only works if the  
# tensor\_shape instance has a defined rank.  
dim = tensor\_shape.dims[i]  # `dims` may be None if the rank is undefined!  
  
# In native V2 code, we recommend instead being more explicit:  
if tensor\_shape.rank is None:  
  dim = Dimension(None)  
else:  
  dim = tensor\_shape.dims[i]  
  
# Being more explicit will save you from the following trap (present in V1):  
# you might do in-place modifications to `dim` and expect them to be reflected  
# in `tensor\_shape[i]`, but they would not be (as the Dimension object was  
# instantiated on the fly.

#### Arguments:

* **shape**: A TensorShape instance.
* **index**: An integer index.

#### Returns:

A dimension object.

# tf.compat.dimension\_value

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_value#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_value#aliases)

Compatibility utility required to allow for both V1 and V2 behavior in TF.

### Aliases:

* tf.compat.dimension\_value
* tf.compat.v1.compat.dimension\_value
* tf.compat.v1.dimension\_value
* tf.compat.v2.compat.dimension\_value

tf.compat.dimension\_value(dimension)

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

Until the release of TF 2.0, we need the legacy behavior of TensorShape to coexist with the new behavior. This utility is a bridge between the two.

When accessing the value of a TensorShape dimension, use this utility, like this:

# If you had this in your V1 code:  
value = tensor\_shape[i].value  
  
# Use `dimension\_value` as direct replacement compatible with both V1 & V2:  
value = dimension\_value(tensor\_shape[i])  
  
# This would be the V2 equivalent:  
value = tensor\_shape[i]  # Warning: this will return the dim value in V2!

#### Arguments:

* **dimension**: Either a Dimension instance, an integer, or None.

#### Returns:

A plain value, i.e. an integer or None.

# tf.compat.forward\_compatibility\_horizon

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/forward_compatibility_horizon#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/forward_compatibility_horizon#aliases)

Context manager for testing forward compatibility of generated graphs.

### Aliases:

* tf.compat.forward\_compatibility\_horizon
* tf.compat.v1.compat.forward\_compatibility\_horizon
* tf.compat.v2.compat.forward\_compatibility\_horizon

tf.compat.forward\_compatibility\_horizon(  
    year,  
    month,  
    day  
)

Defined in [python/compat/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/compat/compat.py).

See [Version compatibility](https://tensorflow.org/guide/version_compat#backward_forward).

To ensure forward compatibility of generated graphs (see forward\_compatible) with older binaries, new features can be gated with:

if compat.forward\_compatible(year=2018, month=08, date=01):  
  generate\_graph\_with\_new\_features()  
else:  
  generate\_graph\_so\_older\_binaries\_can\_consume\_it()

However, when adding new features, one may want to unittest it before the forward compatibility window expires. This context manager enables such tests. For example:

from tensorflow.python.compat import compat  
  
def testMyNewFeature(self):  
  with compat.forward\_compatibility\_horizon(2018, 08, 02):  
     # Test that generate\_graph\_with\_new\_features() has an effect

#### Args:

* **year**: A year (e.g., 2018). Must be an int.
* **month**: A month (1 <= month <= 12) in year. Must be an int.
* **day**: A day (1 <= day <= 31, or 30, or 29, or 28) in month. Must be an int.

#### Yields:

Nothing.

# tf.compat.forward\_compatible

Return true if the forward compatibility window has expired.

### Aliases:

* tf.compat.forward\_compatible
* tf.compat.v1.compat.forward\_compatible
* tf.compat.v2.compat.forward\_compatible

tf.compat.forward\_compatible(  
    year,  
    month,  
    day  
)

Defined in [python/compat/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/compat/compat.py).

See [Version compatibility](https://tensorflow.org/guide/version_compat#backward_forward).

Forward-compatibility refers to scenarios where the producer of a TensorFlow model (a GraphDef or SavedModel) is compiled against a version of the TensorFlow library newer than what the consumer was compiled against. The "producer" is typically a Python program that constructs and trains a model while the "consumer" is typically another program that loads and serves the model.

TensorFlow has been supporting a 3 week forward-compatibility window for programs

For example, consider the case where a new operation MyNewAwesomeAdd is created with the intent of replacing the implementation of an existing Python wrapper - [tf.add](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add). The Python wrapper implementation should change from something like:

def add(inputs, name=None):  
  return gen\_math\_ops.add(inputs, name)

to:

from tensorflow.python.compat import compat  
  
def add(inputs, name=None):  
  if compat.forward\_compatible(year, month, day):  
    # Can use the awesome new implementation.  
    return gen\_math\_ops.my\_new\_awesome\_add(inputs, name)  
  # To maintain forward compatibiltiy, use the old implementation.  
  return gen\_math\_ops.add(inputs, name)

Where year, month, and day specify the date beyond which binaries that consume a model are expected to have been updated to include the new operations. This date is typically at least 3 weeks beyond the date the code that adds the new operation is committed.

#### Args:

* **year**: A year (e.g., 2018). Must be an int.
* **month**: A month (1 <= month <= 12) in year. Must be an int.
* **day**: A day (1 <= day <= 31, or 30, or 29, or 28) in month. Must be an int.

#### Returns:

True if the caller can expect that serialized TensorFlow graphs produced can be consumed by programs that are compiled with the TensorFlow library source code after (year, month, day).

# tf.compat.path\_to\_str

* [**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/path_to_str#top_of_page)
* [Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/path_to_str#aliases)

Converts input which is a PathLike object to str type.

### Aliases:

* tf.compat.path\_to\_str
* tf.compat.v1.compat.path\_to\_str
* tf.compat.v2.compat.path\_to\_str

tf.compat.path\_to\_str(path)

Defined in [python/util/compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/util/compat.py).

Converts from any python constant representation of a PathLike object to a string. If the input is not a PathLike object, simply returns the input.

#### Args:

* **path**: An object that can be converted to path representation.

#### Returns:

A str object.

#### Usage:

In case a simplified str version of the path is needed from an os.PathLike object

#### Examples:

>>> tf.compat.path\_to\_str('C:\XYZ\tensorflow\./.././tensorflow')  
'C:\XYZ\tensorflow\./.././tensorflow' # Windows OS  
>>> tf.compat.path\_to\_str(Path('C:\XYZ\tensorflow\./.././tensorflow'))  
'C:\XYZ\tensorflow\..\tensorflow' # Windows OS  
>>> tf.compat.path\_to\_str(Path('./corpus'))  
'corpus' # Linux OS  
>>> tf.compat.path\_to\_str('./.././Corpus')  
'./.././Corpus' # Linux OS  
>>> tf.compat.path\_to\_str(Path('./.././Corpus'))  
'../Corpus' # Linux OS  
>>> tf.compat.path\_to\_str(Path('./..////../'))  
'../..' # Linux OS

Module: tf.compat.v1

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1#top_of_page)

[Modules](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1#modules)

[Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1#classes)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1#functions)

[Other Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1#other_members)

Bring in all of the public TensorFlow interface into this module.

Modules

[app](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/app) module: Generic entry point script.

[audio](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/audio) module: Public API for tf.audio namespace.

[autograph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/autograph) module: Conversion of plain Python into TensorFlow graph code.

[bitwise](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/bitwise) module: Operations for manipulating the binary representations of integers.

[compat](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/compat) module: Functions for Python 2 vs. 3 compatibility.

[config](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/config) module: Public API for tf.config namespace.

[data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/data) module: [tf.data.Dataset](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data/Dataset) API for input pipelines.

[debugging](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/debugging) module: Public API for tf.debugging namespace.

[distribute](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distribute) module: Library for running a computation across multiple devices.

[distributions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions) module: Core module for TensorFlow distribution objects and helpers.

[dtypes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/dtypes) module: Public API for tf.dtypes namespace.

[errors](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/errors) module: Exception types for TensorFlow errors.

[estimator](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/estimator) module: Estimator: High level tools for working with models.

[experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/experimental) module: Public API for tf.experimental namespace.

[feature\_column](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/feature_column) module: Public API for tf.feature\_column namespace.

[flags](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags) module: Import router for absl.flags. See https://github.com/abseil/abseil-py.

[gfile](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile) module: Import router for file\_io.

[graph\_util](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/graph_util) module: Helpers to manipulate a tensor graph in python.

[image](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/image) module: Image processing and decoding ops.

[initializers](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/initializers) module: Public API for tf.initializers namespace.

[io](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/io) module: Public API for tf.io namespace.

[keras](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras) module

[layers](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/layers) module: Public API for tf.layers namespace.

[linalg](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/linalg) module: Operations for linear algebra.

[lite](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/lite) module: Public API for tf.lite namespace.

[logging](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging) module: Logging and Summary Operations.

[lookup](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/lookup) module: Public API for tf.lookup namespace.

[losses](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/losses) module: Loss operations for use in neural networks.

[manip](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/manip) module: Operators for manipulating tensors.

[math](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/math) module: Math Operations.

[metrics](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/metrics) module: Evaluation-related metrics.

[nest](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/nest) module: Public API for tf.nest namespace.

[nn](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/nn) module: Wrappers for primitive Neural Net (NN) Operations.

[profiler](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler) module: Public API for tf.profiler namespace.

[python\_io](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/python_io) module: Python functions for directly manipulating TFRecord-formatted files.

[quantization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/quantization) module: Public API for tf.quantization namespace.

[queue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/queue) module: Public API for tf.queue namespace.

[ragged](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ragged) module: Ragged Tensors.

[random](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/random) module: Public API for tf.random namespace.

[raw\_ops](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/raw_ops) module: Public API for tf.raw\_ops namespace.

[resource\_loader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader) module: Resource management library.

[saved\_model](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/saved_model) module: Public API for tf.saved\_model namespace.

[sets](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sets) module: Tensorflow set operations.

[signal](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/signal) module: Signal processing operations.

[sparse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse) module: Sparse Tensor Representation.

[spectral](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/spectral) module: Public API for tf.spectral namespace.

[strings](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/strings) module: Operations for working with string Tensors.

[summary](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/summary) module: Operations for writing summary data, for use in analysis and visualization.

[sysconfig](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sysconfig) module: System configuration library.

[test](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/test) module: Testing.

[tpu](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/tpu) module: Ops related to Tensor Processing Units.

[train](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/train) module: Support for training models.

[user\_ops](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/user_ops) module: Public API for tf.user\_ops namespace.

[version](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/version) module: Public API for tf.version namespace.

[xla](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/xla) module: Public API for tf.xla namespace.

Classes

[class AggregationMethod](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/AggregationMethod): A class listing aggregation methods used to combine gradients.

[class AttrValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/AttrValue)

[class ConditionalAccumulator](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConditionalAccumulator): A conditional accumulator for aggregating gradients.

[class ConditionalAccumulatorBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConditionalAccumulatorBase): A conditional accumulator for aggregating gradients.

[class ConfigProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto)

[class CriticalSection](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/CriticalSection): Critical section.

[class DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType): Represents the type of the elements in a Tensor.

[class DeviceSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/DeviceSpec): Represents a (possibly partial) specification for a TensorFlow device.

[class Dimension](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Dimension): Represents the value of one dimension in a TensorShape.

[class Event](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event)

[class FIFOQueue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/FIFOQueue): A queue implementation that dequeues elements in first-in first-out order.

[class FixedLenFeature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/FixedLenFeature): Configuration for parsing a fixed-length input feature.

[class FixedLenSequenceFeature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/FixedLenSequenceFeature): Configuration for parsing a variable-length input feature into a Tensor.

[class FixedLengthRecordReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/FixedLengthRecordReader): A Reader that outputs fixed-length records from a file.

[class GPUOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions)

[class GradientTape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/GradientTape): Record operations for automatic differentiation.

[class Graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph): A TensorFlow computation, represented as a dataflow graph.

[class GraphDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef)

[class GraphKeys](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphKeys): Standard names to use for graph collections.

[class GraphOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphOptions)

[class HistogramProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/HistogramProto)

[class IdentityReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/IdentityReader): A Reader that outputs the queued work as both the key and value.

[class IndexedSlices](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/IndexedSlices): A sparse representation of a set of tensor slices at given indices.

[class InteractiveSession](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/InteractiveSession): A TensorFlow Session for use in interactive contexts, such as a shell.

[class LMDBReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LMDBReader): A Reader that outputs the records from a LMDB file.

[class LogMessage](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage)

[class MetaGraphDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef)

[class Module](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Module): Base neural network module class.

[class NameAttrList](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList)

[class NodeDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef)

[class OpError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/errors/OpError): A generic error that is raised when TensorFlow execution fails.

[class Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation): Represents a graph node that performs computation on tensors.

[class OptimizerOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions)

[class PaddingFIFOQueue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/PaddingFIFOQueue): A FIFOQueue that supports batching variable-sized tensors by padding.

[class PriorityQueue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/PriorityQueue): A queue implementation that dequeues elements in prioritized order.

[class QueueBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/QueueBase): Base class for queue implementations.

[class RaggedTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor): Represents a ragged tensor.

[class RandomShuffleQueue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/RandomShuffleQueue): A queue implementation that dequeues elements in a random order.

[class ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase): Base class for different Reader types, that produce a record every step.

[class RegisterGradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RegisterGradient): A decorator for registering the gradient function for an op type.

[class RunMetadata](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata)

[class RunOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions)

[class Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session): A class for running TensorFlow operations.

[class SessionLog](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SessionLog)

[class SparseConditionalAccumulator](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseConditionalAccumulator): A conditional accumulator for aggregating sparse gradients.

[class SparseFeature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/SparseFeature): Configuration for parsing a sparse input feature from an Example.

[class SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor): Represents a sparse tensor.

[class SparseTensorValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseTensorValue): SparseTensorValue(indices, values, dense\_shape)

[class Summary](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary)

[class SummaryMetadata](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata)

[class TFRecordReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader): A Reader that outputs the records from a TFRecords file.

[class Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor): Represents one of the outputs of an Operation.

[class TensorArray](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorArray): Class wrapping dynamic-sized, per-time-step, write-once Tensor arrays.

[class TensorInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo)

[class TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape): Represents the shape of a Tensor.

[class TensorSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorSpec): Describes a tf.Tensor.

[class TextLineReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader): A Reader that outputs the lines of a file delimited by newlines.

[class UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients): Controls how gradient computation behaves when y does not depend on x.

[class VarLenFeature](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/VarLenFeature): Configuration for parsing a variable-length input feature.

[class Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Variable): See the [Variables Guide](https://tensorflow.org/guide/variables).

[class VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/VariableAggregation): Indicates how a distributed variable will be aggregated.

[class VariableScope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/VariableScope): Variable scope object to carry defaults to provide to get\_variable.

[class VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization): Indicates when a distributed variable will be synced.

[class WholeFileReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/WholeFileReader): A Reader that outputs the entire contents of a file as a value.

[class constant\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Constant): Initializer that generates tensors with constant values.

[class glorot\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/glorot_normal): The Glorot normal initializer, also called Xavier normal initializer.

[class glorot\_uniform\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/glorot_uniform): The Glorot uniform initializer, also called Xavier uniform initializer.

[class name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/backend/name_scope): A context manager for use when defining a Python op.

[class ones\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Ones): Initializer that generates tensors initialized to 1.

[class orthogonal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Orthogonal): Initializer that generates an orthogonal matrix.

[class random\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/random_normal_initializer): Initializer that generates tensors with a normal distribution.

[class random\_uniform\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/random_uniform_initializer): Initializer that generates tensors with a uniform distribution.

[class truncated\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/truncated_normal_initializer): Initializer that generates a truncated normal distribution.

[class uniform\_unit\_scaling\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/uniform_unit_scaling_initializer): Initializer that generates tensors without scaling variance.

[class variable\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variable_scope): A context manager for defining ops that creates variables (layers).

[class variance\_scaling\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/VarianceScaling): Initializer capable of adapting its scale to the shape of weights tensors.

[class zeros\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Zeros): Initializer that generates tensors initialized to 0.

Functions

[Assert(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/Assert): Asserts that the given condition is true.

[NoGradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient): Specifies that ops of type op\_type is not differentiable.

[NotDifferentiable(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient): Specifies that ops of type op\_type is not differentiable.

[Print(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Print): Prints a list of tensors. (deprecated)

[abs(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/abs): Computes the absolute value of a tensor.

[accumulate\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/accumulate_n): Returns the element-wise sum of a list of tensors.

[acos(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/acos): Computes acos of x element-wise.

[acosh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/acosh): Computes inverse hyperbolic cosine of x element-wise.

[add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add): Returns x + y element-wise.

[add\_check\_numerics\_ops(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/add_check_numerics_ops): Connect a [tf.debugging.check\_numerics](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/check_numerics) to every floating point tensor.

[add\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add_n): Adds all input tensors element-wise.

[add\_to\_collection(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/add_to_collection): Wrapper for Graph.add\_to\_collection() using the default graph.

[add\_to\_collections(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/add_to_collections): Wrapper for Graph.add\_to\_collections() using the default graph.

[all\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/all_variables): Use [tf.compat.v1.global\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables) instead. (deprecated)

[angle(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/angle): Returns the element-wise argument of a complex (or real) tensor.

[arg\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/arg_max): Returns the index with the largest value across dimensions of a tensor. (deprecated)

[arg\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/arg_min): Returns the index with the smallest value across dimensions of a tensor. (deprecated)

[argmax(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmax): Returns the index with the largest value across axes of a tensor. (deprecated arguments)

[argmin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmin): Returns the index with the smallest value across axes of a tensor. (deprecated arguments)

[argsort(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/argsort): Returns the indices of a tensor that give its sorted order along an axis.

[as\_dtype(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/as_dtype): Converts the given type\_value to a DType.

[as\_string(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/as_string): Converts each entry in the given tensor to strings. Supports many numeric

[asin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/asin): Computes the trignometric inverse sine of x element-wise.

[asinh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/asinh): Computes inverse hyperbolic sine of x element-wise.

[assert\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_equal): Assert the condition x == y holds element-wise.

[assert\_greater(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater): Assert the condition x > y holds element-wise.

[assert\_greater\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater_equal): Assert the condition x >= y holds element-wise.

[assert\_integer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_integer): Assert that x is of integer dtype.

[assert\_less(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less): Assert the condition x < y holds element-wise.

[assert\_less\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less_equal): Assert the condition x <= y holds element-wise.

[assert\_near(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_near): Assert the condition x and y are close element-wise.

[assert\_negative(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_negative): Assert the condition x < 0 holds element-wise.

[assert\_non\_negative(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_non_negative): Assert the condition x >= 0 holds element-wise.

[assert\_non\_positive(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_non_positive): Assert the condition x <= 0 holds element-wise.

[assert\_none\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_none_equal): Assert the condition x != y holds for all elements.

[assert\_positive(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_positive): Assert the condition x > 0 holds element-wise.

[assert\_proper\_iterable(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_proper_iterable): Static assert that values is a "proper" iterable.

[assert\_rank(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank): Assert x has rank equal to rank.

[assert\_rank\_at\_least(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank_at_least): Assert x has rank equal to rank or higher.

[assert\_rank\_in(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank_in): Assert x has rank in ranks.

[assert\_same\_float\_dtype(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/assert_same_float_dtype): Validate and return float type based on tensors and dtype.

[assert\_scalar(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_scalar): Asserts that the given tensor is a scalar (i.e. zero-dimensional).

[assert\_type(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_type): Statically asserts that the given Tensor is of the specified type.

[assert\_variables\_initialized(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_variables_initialized): Returns an Op to check if variables are initialized.

[assign(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assign): Update ref by assigning value to it.

[assign\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assign_add): Update ref by adding value to it.

[assign\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assign_sub): Update ref by subtracting value from it.

[atan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atan): Computes the trignometric inverse tangent of x element-wise.

[atan2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atan2): Computes arctangent of y/x element-wise, respecting signs of the arguments.

[atanh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/atanh): Computes inverse hyperbolic tangent of x element-wise.

[batch\_gather(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/batch_gather): Gather slices from params according to indices with leading batch dims. (deprecated)

[batch\_scatter\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/batch_scatter_update): Generalization of [tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update)to axis different than 0. (deprecated)

[batch\_to\_space(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/batch_to_space): BatchToSpace for 4-D tensors of type T.

[batch\_to\_space\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/batch_to_space_nd): BatchToSpace for N-D tensors of type T.

[betainc(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/betainc): Compute the regularized incomplete beta integral Ix(a,b).

[bincount(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/bincount): Counts the number of occurrences of each value in an integer array.

[bitcast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/bitcast): Bitcasts a tensor from one type to another without copying data.

[boolean\_mask(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/boolean_mask): Apply boolean mask to tensor.

[broadcast\_dynamic\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_dynamic_shape): Computes the shape of a broadcast given symbolic shapes.

[broadcast\_static\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_static_shape): Computes the shape of a broadcast given known shapes.

[broadcast\_to(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/broadcast_to): Broadcast an array for a compatible shape.

[case(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/case): Create a case operation.

[cast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast): Casts a tensor to a new type.

[ceil(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/ceil): Returns element-wise smallest integer not less than x.

[check\_numerics(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/check_numerics): Checks a tensor for NaN and Inf values.

[cholesky(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/cholesky): Computes the Cholesky decomposition of one or more square matrices.

[cholesky\_solve(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/cholesky_solve): Solves systems of linear eqns A X = RHS, given Cholesky factorizations.

[clip\_by\_average\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/clip_by_average_norm): Clips tensor values to a maximum average L2-norm. (deprecated)

[clip\_by\_global\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_global_norm): Clips values of multiple tensors by the ratio of the sum of their norms.

[clip\_by\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_norm): Clips tensor values to a maximum L2-norm.

[clip\_by\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/clip_by_value): Clips tensor values to a specified min and max.

[colocate\_with(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/colocate_with): DEPRECATED FUNCTION

[complex(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/complex): Converts two real numbers to a complex number.

[concat(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/concat): Concatenates tensors along one dimension.

[cond(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/cond): Return true\_fn() if the predicate pred is true else false\_fn(). (deprecated arguments)

[confusion\_matrix(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/confusion_matrix): Computes the confusion matrix from predictions and labels.

[conj(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/conj): Returns the complex conjugate of a complex number.

[constant(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/constant): Creates a constant tensor.

[container(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/container): Wrapper for Graph.container() using the default graph.

[control\_dependencies(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies): Wrapper for Graph.control\_dependencies()using the default graph.

[convert\_to\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/convert_to_tensor): Converts the given value to a Tensor.

[convert\_to\_tensor\_or\_indexed\_slices(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/convert_to_tensor_or_indexed_slices): Converts the given object to a Tensor or an IndexedSlices.

[convert\_to\_tensor\_or\_sparse\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/convert_to_tensor_or_sparse_tensor): Converts value to a SparseTensor or Tensor.

[cos(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cos): Computes cos of x element-wise.

[cosh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cosh): Computes hyperbolic cosine of x element-wise.

[count\_nonzero(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/count_nonzero): Computes number of nonzero elements across dimensions of a tensor. (deprecated arguments) (deprecated arguments)

[count\_up\_to(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/count_up_to): Increments 'ref' until it reaches 'limit'. (deprecated)

[create\_partitioned\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/create_partitioned_variables): Create a list of partitioned variables according to the given slicing. (deprecated)

[cross(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/cross): Compute the pairwise cross product.

[cumprod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cumprod): Compute the cumulative product of the tensor x along axis.

[cumsum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/cumsum): Compute the cumulative sum of the tensor x along axis.

[custom\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/custom_gradient): Decorator to define a function with a custom gradient.

[decode\_base64(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/decode_base64): Decode web-safe base64-encoded strings.

[decode\_compressed(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/decode_compressed): Decompress strings.

[decode\_csv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/decode_csv): Convert CSV records to tensors. Each column maps to one tensor.

[decode\_json\_example(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/decode_json_example): Convert JSON-encoded Example records to binary protocol buffer strings.

[decode\_raw(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/decode_raw): Convert raw byte strings into tensors. (deprecated arguments)

[delete\_session\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/delete_session_tensor): Delete the tensor for the given tensor handle.

[depth\_to\_space(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/depth_to_space): DepthToSpace for tensors of type T.

[dequantize(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/dequantize): Dequantize the 'input' tensor into a float Tensor.

[deserialize\_many\_sparse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/deserialize_many_sparse): Deserialize and concatenate SparseTensorsfrom a serialized minibatch.

[device(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/device): Wrapper for Graph.device() using the default graph.

[diag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/tensor_diag): Returns a diagonal tensor with a given diagonal values.

[diag\_part(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/tensor_diag_part): Returns the diagonal part of the tensor.

[digamma(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/digamma): Computes Psi, the derivative of Lgamma (the log of the absolute value of

[dimension\_at\_index(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_at_index): Compatibility utility required to allow for both V1 and V2 behavior in TF.

[dimension\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/dimension_value): Compatibility utility required to allow for both V1 and V2 behavior in TF.

[disable\_control\_flow\_v2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/disable_control_flow_v2): Opts out of control flow v2.

[disable\_eager\_execution(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/disable_eager_execution): Disables eager execution.

[disable\_resource\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/disable_resource_variables): Opts out of resource variables. (deprecated)

[disable\_v2\_behavior(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/disable_v2_behavior): Disables TensorFlow 2.x behaviors.

[disable\_v2\_tensorshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/disable_v2_tensorshape): Disables the V2 TensorShape behavior and reverts to V1 behavior.

[div(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor#__div__): Divides x / y elementwise (using Python 2 division operator semantics). (deprecated)

[div\_no\_nan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/divide_no_nan): Computes an unsafe divide which returns 0 if the y is zero.

[divide(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/divide): Computes Python style division of x by y.

[dynamic\_partition(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_partition): Partitions data into num\_partitions tensors using indices from partitions.

[dynamic\_stitch(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dynamic_stitch): Interleave the values from the data tensors into a single tensor.

[edit\_distance(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/edit_distance): Computes the Levenshtein distance between sequences.

[einsum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/einsum): A generalized contraction between tensors of arbitrary dimension.

[enable\_control\_flow\_v2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_control_flow_v2): Use control flow v2.

[enable\_eager\_execution(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_eager_execution): Enables eager execution for the lifetime of this program.

[enable\_resource\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_resource_variables): Creates resource variables by default.

[enable\_v2\_behavior(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_v2_behavior): Enables TensorFlow 2.x behaviors.

[enable\_v2\_tensorshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_v2_tensorshape): In TensorFlow 2.0, iterating over a TensorShape instance returns values.

[encode\_base64(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/encode_base64): Encode strings into web-safe base64 format.

[ensure\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ensure_shape): Updates the shape of a tensor and checks at runtime that the shape holds.

[equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/equal): Returns the truth value of (x == y) element-wise.

[erf(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/erf): Computes the Gauss error function of x element-wise.

[erfc(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/erfc): Computes the complementary error function of x element-wise.

[executing\_eagerly(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/executing_eagerly): Returns True if the current thread has eager execution enabled.

[exp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/exp): Computes exponential of x element-wise. y=ex.

[expand\_dims(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/expand_dims): Inserts a dimension of 1 into a tensor's shape. (deprecated arguments)

[expm1(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/expm1): Computes exponential of x - 1 element-wise.

[extract\_image\_patches(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/extract_image_patches): Extract patches from images and put them in the "depth" output dimension.

[extract\_volume\_patches(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/extract_volume_patches): Extract patches from input and put them in the "depth" output dimension. 3D extension of extract\_image\_patches.

[eye(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/eye): Construct an identity matrix, or a batch of matrices.

[fake\_quant\_with\_min\_max\_args(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_args): Fake-quantize the 'inputs' tensor, type float to 'outputs' tensor of same type.

[fake\_quant\_with\_min\_max\_args\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_args_gradient): Compute gradients for a FakeQuantWithMinMaxArgs operation.

[fake\_quant\_with\_min\_max\_vars(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_vars): Fake-quantize the 'inputs' tensor of type float via global float scalars min

[fake\_quant\_with\_min\_max\_vars\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_vars_gradient): Compute gradients for a FakeQuantWithMinMaxVars operation.

[fake\_quant\_with\_min\_max\_vars\_per\_channel(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_vars_per_channel): Fake-quantize the 'inputs' tensor of type float and one of the shapes: [d],

[fake\_quant\_with\_min\_max\_vars\_per\_channel\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/fake_quant_with_min_max_vars_per_channel_gradient): Compute gradients for a FakeQuantWithMinMaxVarsPerChannel operation.

[fft(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/fft): Fast Fourier transform.

[fft2d(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/fft2d): 2D fast Fourier transform.

[fft3d(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/fft3d): 3D fast Fourier transform.

[fill(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill): Creates a tensor filled with a scalar value.

[fingerprint(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fingerprint): Generates fingerprint values.

[fixed\_size\_partitioner(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/fixed_size_partitioner): Partitioner to specify a fixed number of shards along given axis.

[floor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floor): Returns element-wise largest integer not greater than x.

[floor\_div(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/floor_div): Returns x // y element-wise.

[floordiv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floordiv): Divides x / y elementwise, rounding toward the most negative integer.

[floormod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floormod): Returns element-wise remainder of division. When x < 0 xor y < 0 is

[foldl(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldl): foldl on the list of tensors unpacked from elems on dimension 0.

[foldr(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/foldr): foldr on the list of tensors unpacked from elems on dimension 0.

[function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function): Creates a callable TensorFlow graph from a Python function.

[gather(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gather): Gather slices from params axis axis according to indices.

[gather\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gather_nd): Gather slices from params into a Tensor with shape specified by indices.

[get\_collection(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_collection): Wrapper for Graph.get\_collection() using the default graph.

[get\_collection\_ref(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_collection_ref): Wrapper for Graph.get\_collection\_ref() using the default graph.

[get\_default\_graph(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_graph): Returns the default graph for the current thread.

[get\_default\_session(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_session): Returns the default session for the current thread.

[get\_local\_variable(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_local_variable): Gets an existing *local* variable or creates a new one.

[get\_logger(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_logger): Return TF logger instance.

[get\_seed(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_seed): Returns the local seeds an operation should use given an op-specific seed.

[get\_session\_handle(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_session_handle): Return the handle of data.

[get\_session\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_session_tensor): Get the tensor of type dtype by feeding a tensor handle.

[get\_static\_value(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/get_static_value): Returns the constant value of the given tensor, if efficiently calculable.

[get\_variable(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_variable): Gets an existing variable with these parameters or create a new one.

[get\_variable\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_variable_scope): Returns the current variable scope.

[global\_norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/global_norm): Computes the global norm of multiple tensors.

[global\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables): Returns global variables.

[global\_variables\_initializer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables_initializer): Returns an Op that initializes global variables.

[gradients(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gradients): Constructs symbolic derivatives of sum of ys w.r.t. x in xs.

[greater(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/greater): Returns the truth value of (x > y) element-wise.

[greater\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/greater_equal): Returns the truth value of (x >= y) element-wise.

[group(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group): Create an op that groups multiple operations.

[guarantee\_const(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/guarantee_const): Gives a guarantee to the TF runtime that the input tensor is a constant.

[hessians(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/hessians): Constructs the Hessian of sum of ys with respect to x in xs.

[histogram\_fixed\_width(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width): Return histogram of values.

[histogram\_fixed\_width\_bins(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/histogram_fixed_width_bins): Bins the given values for use in a histogram.

[identity(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity): Return a tensor with the same shape and contents as input.

[identity\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/identity_n): Returns a list of tensors with the same shapes and contents as the input

[ifft(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/ifft): Inverse fast Fourier transform.

[ifft2d(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/ifft2d): Inverse 2D fast Fourier transform.

[ifft3d(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/signal/ifft3d): Inverse 3D fast Fourier transform.

[igamma(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/igamma): Compute the lower regularized incomplete Gamma function P(a, x).

[igammac(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/igammac): Compute the upper regularized incomplete Gamma function Q(a, x).

[imag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/imag): Returns the imaginary part of a complex (or real) tensor.

[import\_graph\_def(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/graph_util/import_graph_def): Imports the graph from graph\_def into the current default Graph. (deprecated arguments)

[init\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/init_scope): A context manager that lifts ops out of control-flow scopes and function-building graphs.

[initialize\_all\_tables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/initialize_all_tables): Returns an Op that initializes all tables of the default graph. (deprecated)

[initialize\_all\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/initialize_all_variables): See [tf.compat.v1.global\_variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables_initializer). (deprecated)

[initialize\_local\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/initialize_local_variables): See [tf.compat.v1.local\_variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables_initializer). (deprecated)

[initialize\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/initialize_variables): See [tf.compat.v1.variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variables_initializer). (deprecated)

[invert\_permutation(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/invert_permutation): Computes the inverse permutation of a tensor.

[is\_finite(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/is_finite): Returns which elements of x are finite.

[is\_inf(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/is_inf): Returns which elements of x are Inf.

[is\_nan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/is_nan): Returns which elements of x are NaN.

[is\_non\_decreasing(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/is_non_decreasing): Returns True if x is non-decreasing.

[is\_numeric\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/is_numeric_tensor): Returns True if the elements of tensor are numbers.

[is\_strictly\_increasing(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/is_strictly_increasing): Returns True if x is strictly increasing.

[is\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/is_tensor): Checks whether x is a tensor or "tensor-like".

[is\_variable\_initialized(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/is_variable_initialized): Tests if a variable has been initialized.

[lbeta(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/lbeta): Computes ln(|Beta(x)|), reducing along the last dimension.

[less(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/less): Returns the truth value of (x < y) element-wise.

[less\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/less_equal): Returns the truth value of (x <= y) element-wise.

[lgamma(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/lgamma): Computes the log of the absolute value of Gamma(x) element-wise.

[lin\_space(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linspace): Generates values in an interval.

[linspace(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linspace): Generates values in an interval.

[load\_file\_system\_library(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/load_file_system_library): Loads a TensorFlow plugin, containing file system implementation. (deprecated)

[load\_library(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_library): Loads a TensorFlow plugin.

[load\_op\_library(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_op_library): Loads a TensorFlow plugin, containing custom ops and kernels.

[local\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables): Returns local variables.

[local\_variables\_initializer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables_initializer): Returns an Op that initializes all local variables.

[log(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/log): Computes natural logarithm of x element-wise.

[log1p(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/log1p): Computes natural logarithm of (1 + x) element-wise.

[log\_sigmoid(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/log_sigmoid): Computes log sigmoid of x element-wise.

[logical\_and(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_and): Returns the truth value of x AND y element-wise.

[logical\_not(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_not): Returns the truth value of NOT x element-wise.

[logical\_or(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_or): Returns the truth value of x OR y element-wise.

[logical\_xor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/logical_xor): Logical XOR function.

[make\_ndarray(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/make_ndarray): Create a numpy ndarray from a tensor.

[make\_template(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/make_template): Given an arbitrary function, wrap it so that it does variable sharing.

[make\_tensor\_proto(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/make_tensor_proto): Create a TensorProto.

[map\_fn(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/map_fn): map on the list of tensors unpacked from elems on dimension 0.

[matching\_files(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/matching_files): Returns the set of files matching one or more glob patterns.

[matmul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/matmul): Multiplies matrix a by matrix b, producing a \* b.

[matrix\_band\_part(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/band_part): Copy a tensor setting everything outside a central band in each innermost matrix

[matrix\_determinant(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/det): Computes the determinant of one or more square matrices.

[matrix\_diag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/diag): Returns a batched diagonal tensor with a given batched diagonal values.

[matrix\_diag\_part(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/diag_part): Returns the batched diagonal part of a batched tensor.

[matrix\_inverse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/inv): Computes the inverse of one or more square invertible matrices or their

[matrix\_set\_diag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/set_diag): Returns a batched matrix tensor with new batched diagonal values.

[matrix\_solve(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/solve): Solves systems of linear equations.

[matrix\_solve\_ls(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/lstsq): Solves one or more linear least-squares problems.

[matrix\_square\_root(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/sqrtm): Computes the matrix square root of one or more square matrices:

[matrix\_transpose(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/matrix_transpose): Transposes last two dimensions of tensor a.

[matrix\_triangular\_solve(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/triangular_solve): Solves systems of linear equations with upper or lower triangular matrices by backsubstitution.

[maximum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/maximum): Returns the max of x and y (i.e. x > y ? x : y) element-wise.

[meshgrid(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/meshgrid): Broadcasts parameters for evaluation on an N-D grid.

[min\_max\_variable\_partitioner(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/min_max_variable_partitioner): Partitioner to allocate minimum size per slice.

[minimum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/minimum): Returns the min of x and y (i.e. x < y ? x : y) element-wise.

[mod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/floormod): Returns element-wise remainder of division. When x < 0 xor y < 0 is

[model\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/model_variables): Returns all variables in the MODEL\_VARIABLES collection.

[moving\_average\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/moving_average_variables): Returns all variables that maintain their moving averages.

[multinomial(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/multinomial): Draws samples from a multinomial distribution. (deprecated)

[multiply(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/multiply): Returns x \* y element-wise.

[negative(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/negative): Computes numerical negative value element-wise.

[no\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_gradient): Specifies that ops of type op\_type is not differentiable.

[no\_op(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/no_op): Does nothing. Only useful as a placeholder for control edges.

[no\_regularizer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/no_regularizer): Use this function to prevent regularization of variables.

[nondifferentiable\_batch\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/nondifferentiable_batch_function): Batches the computation done by the decorated function.

[norm(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/norm): Computes the norm of vectors, matrices, and tensors. (deprecated arguments)

[not\_equal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/not_equal): Returns the truth value of (x != y) element-wise.

[numpy\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/numpy_function): Wraps a python function and uses it as a TensorFlow op.

[one\_hot(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/one_hot): Returns a one-hot tensor.

[ones(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ones): Creates a tensor with all elements set to 1.

[ones\_like(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ones_like): Creates a tensor with all elements set to 1.

[op\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/op_scope): DEPRECATED. Same as name\_scope above, just different argument order.

[pad(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/pad): Pads a tensor.

[parallel\_stack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/parallel_stack): Stacks a list of rank-R tensors into one rank-(R+1) tensor in parallel.

[parse\_example(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_example): Parses Example protos into a dict of tensors.

[parse\_single\_example(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_single_example): Parses a single Example proto.

[parse\_single\_sequence\_example(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/parse_single_sequence_example): Parses a single SequenceExampleproto.

[parse\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/parse_tensor): Transforms a serialized tensorflow.TensorProto proto into a Tensor.

[placeholder(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/placeholder): Inserts a placeholder for a tensor that will be always fed.

[placeholder\_with\_default(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/placeholder_with_default): A placeholder op that passes through inputwhen its output is not fed.

[polygamma(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/polygamma): Compute the polygamma function ψ(n)(x).

[pow(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/pow): Computes the power of one value to another.

[print(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print): Print the specified inputs.

[py\_func(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/py_func): Wraps a python function and uses it as a TensorFlow op.

[py\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/py_function): Wraps a python function into a TensorFlow op that executes it eagerly.

[qr(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/qr): Computes the QR decompositions of one or more matrices.

[quantize(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/quantize): Quantize the 'input' tensor of type float to 'output' tensor of type 'T'.

[quantize\_v2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/quantize_v2): Please use [tf.quantization.quantize](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/quantize) instead.

[quantized\_concat(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/quantized_concat): Concatenates quantized tensors along one dimension.

[random\_crop(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/image/random_crop): Randomly crops a tensor to a given size.

[random\_gamma(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/gamma): Draws shape samples from each of the given Gamma distribution(s).

[random\_normal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/normal): Outputs random values from a normal distribution.

[random\_poisson(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/random_poisson): Draws shape samples from each of the given Poisson distribution(s).

[random\_shuffle(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/shuffle): Randomly shuffles a tensor along its first dimension.

[random\_uniform(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/uniform): Outputs random values from a uniform distribution.

[range(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/range): Creates a sequence of numbers.

[rank(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/rank): Returns the rank of a tensor.

[read\_file(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/read_file): Reads and outputs the entire contents of the input filename.

[real(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/real): Returns the real part of a complex (or real) tensor.

[realdiv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/realdiv): Returns x / y element-wise for real types.

[reciprocal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reciprocal): Computes the reciprocal of x element-wise.

[reduce\_all(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_all): Computes the "logical and" of elements across dimensions of a tensor. (deprecated arguments)

[reduce\_any(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_any): Computes the "logical or" of elements across dimensions of a tensor. (deprecated arguments)

[reduce\_join(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_join): Joins a string Tensor across the given dimensions.

[reduce\_logsumexp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_logsumexp): Computes log(sum(exp(elements across dimensions of a tensor))). (deprecated arguments)

[reduce\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_max): Computes the maximum of elements across dimensions of a tensor. (deprecated arguments)

[reduce\_mean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_mean): Computes the mean of elements across dimensions of a tensor.

[reduce\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_min): Computes the minimum of elements across dimensions of a tensor. (deprecated arguments)

[reduce\_prod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_prod): Computes the product of elements across dimensions of a tensor. (deprecated arguments)

[reduce\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_sum): Computes the sum of elements across dimensions of a tensor. (deprecated arguments)

[regex\_replace(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/regex_replace): Replace elements of input matching regex pattern with rewrite.

[register\_tensor\_conversion\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/register_tensor_conversion_function): Registers a function for converting objects of base\_type to Tensor.

[report\_uninitialized\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/report_uninitialized_variables): Adds ops to list the names of uninitialized variables.

[required\_space\_to\_batch\_paddings(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/required_space_to_batch_paddings): Calculate padding required to make block\_shape divide input\_shape.

[reset\_default\_graph(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reset_default_graph): Clears the default graph stack and resets the global default graph.

[reshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape): Reshapes a tensor.

[resource\_variables\_enabled(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_variables_enabled): Returns True if resource variables are enabled.

[reverse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse): Reverses specific dimensions of a tensor.

[reverse\_sequence(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reverse_sequence): Reverses variable length slices.

[reverse\_v2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse): Reverses specific dimensions of a tensor.

[rint(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/rint): Returns element-wise integer closest to x.

[roll(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/roll): Rolls the elements of a tensor along an axis.

[round(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/round): Rounds the values of a tensor to the nearest integer, element-wise.

[rsqrt(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/rsqrt): Computes reciprocal of square root of x element-wise.

[saturate\_cast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/saturate_cast): Performs a safe saturating cast of value to dtype.

[scalar\_mul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scalar_mul): Multiplies a scalar times a Tensor or IndexedSlices object.

[scan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scan): scan on the list of tensors unpacked from elems on dimension 0.

[scatter\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_add): Adds sparse updates to the variable referenced by resource.

[scatter\_div(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_div): Divides a variable reference by sparse updates.

[scatter\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_max): Reduces sparse updates into a variable reference using the max operation.

[scatter\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_min): Reduces sparse updates into a variable reference using the min operation.

[scatter\_mul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_mul): Multiplies sparse updates into a variable reference.

[scatter\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd): Scatter updates into a new tensor according to indices.

[scatter\_nd\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_nd_add): Applies sparse addition to individual values or slices in a Variable.

[scatter\_nd\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_nd_sub): Applies sparse subtraction to individual values or slices in a Variable.

[scatter\_nd\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_nd_update): Applies sparse updates to individual values or slices in a Variable.

[scatter\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_sub): Subtracts sparse updates to a variable reference.

[scatter\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update): Applies sparse updates to a variable reference.

[searchsorted(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/searchsorted): Searches input tensor for values on the innermost dimension.

[segment\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_max): Computes the maximum along segments of a tensor.

[segment\_mean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_mean): Computes the mean along segments of a tensor.

[segment\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_min): Computes the minimum along segments of a tensor.

[segment\_prod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_prod): Computes the product along segments of a tensor.

[segment\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_sum): Computes the sum along segments of a tensor.

[self\_adjoint\_eig(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/eigh): Computes the eigen decomposition of a batch of self-adjoint matrices.

[self\_adjoint\_eigvals(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/eigvalsh): Computes the eigenvalues of one or more self-adjoint matrices.

[sequence\_mask(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sequence_mask): Returns a mask tensor representing the first N positions of each cell.

[serialize\_many\_sparse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/serialize_many_sparse): Serialize N-minibatch SparseTensor into an [N, 3] Tensor.

[serialize\_sparse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/serialize_sparse): Serialize a SparseTensor into a 3-vector (1-D Tensor) object.

[serialize\_tensor(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/serialize_tensor): Transforms a Tensor into a serialized TensorProto proto.

[set\_random\_seed(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed): Sets the graph-level random seed for the default graph.

[setdiff1d(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/setdiff1d): Computes the difference between two lists of numbers or strings.

[shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/shape): Returns the shape of a tensor.

[shape\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/shape_n): Returns shape of tensors.

[sigmoid(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sigmoid): Computes sigmoid of x element-wise.

[sign(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sign): Returns an element-wise indication of the sign of a number.

[sin(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sin): Computes sin of x element-wise.

[sinh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sinh): Computes hyperbolic sine of x element-wise.

[size(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/size): Returns the size of a tensor.

[slice(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/slice): Extracts a slice from a tensor.

[sort(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sort): Sorts a tensor.

[space\_to\_batch(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/space_to_batch): SpaceToBatch for 4-D tensors of type T.

[space\_to\_batch\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch_nd): SpaceToBatch for N-D tensors of type T.

[space\_to\_depth(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/space_to_depth): SpaceToDepth for tensors of type T.

[sparse\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_add): Adds two tensors, at least one of each is a SparseTensor. (deprecated arguments)

[sparse\_concat(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_concat): Concatenates a list of SparseTensor along the specified dimension. (deprecated arguments)

[sparse\_fill\_empty\_rows(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/fill_empty_rows): Fills empty rows in the input 2-D SparseTensorwith a default value.

[sparse\_mask(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/mask): Masks elements of IndexedSlices.

[sparse\_matmul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_matmul): Multiply matrix "a" by matrix "b".

[sparse\_maximum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/maximum): Returns the element-wise max of two SparseTensors.

[sparse\_merge(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_merge): Combines a batch of feature ids and values into a single SparseTensor. (deprecated)

[sparse\_minimum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/minimum): Returns the element-wise min of two SparseTensors.

[sparse\_placeholder(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_placeholder): Inserts a placeholder for a sparse tensor that will be always fed.

[sparse\_reduce\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_max): Computes the max of elements across dimensions of a SparseTensor. (deprecated arguments) (deprecated arguments)

[sparse\_reduce\_max\_sparse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_max_sparse): Computes the max of elements across dimensions of a SparseTensor. (deprecated arguments)

[sparse\_reduce\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_sum): Computes the sum of elements across dimensions of a SparseTensor. (deprecated arguments) (deprecated arguments)

[sparse\_reduce\_sum\_sparse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_sum_sparse): Computes the sum of elements across dimensions of a SparseTensor. (deprecated arguments)

[sparse\_reorder(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/reorder): Reorders a SparseTensor into the canonical, row-major ordering.

[sparse\_reset\_shape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/reset_shape): Resets the shape of a SparseTensor with indices and values unchanged.

[sparse\_reshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/reshape): Reshapes a SparseTensor to represent values in a new dense shape.

[sparse\_retain(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/retain): Retains specified non-empty values within a SparseTensor.

[sparse\_segment\_mean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_segment_mean): Computes the mean along sparse segments of a tensor.

[sparse\_segment\_sqrt\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_segment_sqrt_n): Computes the sum along sparse segments of a tensor divided by the sqrt(N).

[sparse\_segment\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_segment_sum): Computes the sum along sparse segments of a tensor.

[sparse\_slice(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/slice): Slice a SparseTensor based on the start and `size.

[sparse\_softmax(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/softmax): Applies softmax to a batched N-D SparseTensor.

[sparse\_split(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_split): Split a SparseTensor into num\_split tensors along axis. (deprecated arguments)

[sparse\_tensor\_dense\_matmul(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/sparse_dense_matmul): Multiply SparseTensor (of rank 2) "A" by dense matrix "B".

[sparse\_tensor\_to\_dense(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/to_dense): Converts a SparseTensor into a dense tensor.

[sparse\_to\_dense(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_to_dense): Converts a sparse representation into a dense tensor. (deprecated)

[sparse\_to\_indicator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/to_indicator): Converts a SparseTensor of ids into a dense bool indicator tensor.

[sparse\_transpose(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/transpose): Transposes a SparseTensor

[split(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/split): Splits a tensor into sub tensors.

[sqrt(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/sqrt): Computes square root of x element-wise.

[square(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/square): Computes square of x element-wise.

[squared\_difference(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/squared_difference): Returns (x - y)(x - y) element-wise.

[squeeze(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/squeeze): Removes dimensions of size 1 from the shape of a tensor. (deprecated arguments)

[stack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stack): Stacks a list of rank-R tensors into one rank-(R+1) tensor.

[stop\_gradient(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient): Stops gradient computation.

[strided\_slice(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strided_slice): Extracts a strided slice of a tensor (generalized python array indexing).

[string\_join(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/join): Joins the strings in the given list of string tensors into one tensor;

[string\_split(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/string_split): Split elements of source based on delimiter. (deprecated arguments)

[string\_strip(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/strip): Strip leading and trailing whitespaces from the Tensor.

[string\_to\_hash\_bucket(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/string_to_hash_bucket): Converts each string in the input Tensor to its hash mod by a number of buckets.

[string\_to\_hash\_bucket\_fast(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/to_hash_bucket_fast): Converts each string in the input Tensor to its hash mod by a number of buckets.

[string\_to\_hash\_bucket\_strong(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/strings/to_hash_bucket_strong): Converts each string in the input Tensor to its hash mod by a number of buckets.

[string\_to\_number(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/string_to_number): Converts each string in the input Tensor to the specified numeric type.

[substr(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/substr): Return substrings from Tensor of strings.

[subtract(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/subtract): Returns x - y element-wise.

[svd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/svd): Computes the singular value decompositions of one or more matrices.

[switch\_case(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/switch_case): Create a switch/case operation, i.e. an integer-indexed conditional.

[tables\_initializer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/tables_initializer): Returns an Op that initializes all tables of the default graph.

[tan(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/tan): Computes tan of x element-wise.

[tanh(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/tanh): Computes hyperbolic tangent of x element-wise.

[tensor\_scatter\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_add): Adds sparse updates to an existing tensor according to indices.

[tensor\_scatter\_nd\_add(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_add): Adds sparse updates to an existing tensor according to indices.

[tensor\_scatter\_nd\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_sub): Subtracts sparse updates from an existing tensor according to indices.

[tensor\_scatter\_nd\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_update): Scatter updates into an existing tensor according to indices.

[tensor\_scatter\_sub(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_sub): Subtracts sparse updates from an existing tensor according to indices.

[tensor\_scatter\_update(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensor_scatter_nd_update): Scatter updates into an existing tensor according to indices.

[tensordot(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tensordot): Tensor contraction of a and b along specified axes.

[tile(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile): Constructs a tensor by tiling a given tensor.

[timestamp(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/timestamp): Provides the time since epoch in seconds.

[to\_bfloat16(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_bfloat16): Casts a tensor to type bfloat16. (deprecated)

[to\_complex128(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_complex128): Casts a tensor to type complex128. (deprecated)

[to\_complex64(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_complex64): Casts a tensor to type complex64. (deprecated)

[to\_double(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_double): Casts a tensor to type float64. (deprecated)

[to\_float(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_float): Casts a tensor to type float32. (deprecated)

[to\_int32(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_int32): Casts a tensor to type int32. (deprecated)

[to\_int64(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/to_int64): Casts a tensor to type int64. (deprecated)

[trace(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/linalg/trace): Compute the trace of a tensor x.

[trainable\_variables(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/trainable_variables): Returns all variables created with trainable=True.

[transpose(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/transpose): Transposes a.

[truediv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/truediv): Divides x / y elementwise (using Python 3 division operator semantics).

[truncated\_normal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/truncated_normal): Outputs random values from a truncated normal distribution.

[truncatediv(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatediv): Returns x / y element-wise for integer types.

[truncatemod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/truncatemod): Returns element-wise remainder of division. This emulates C semantics in that

[tuple(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/tuple): Group tensors together.

[unique(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique): Finds unique elements in a 1-D tensor.

[unique\_with\_counts(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unique_with_counts): Finds unique elements in a 1-D tensor.

[unravel\_index(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unravel_index): Converts a flat index or array of flat indices into a tuple of

[unsorted\_segment\_max(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_max): Computes the maximum along segments of a tensor.

[unsorted\_segment\_mean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_mean): Computes the mean along segments of a tensor.

[unsorted\_segment\_min(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_min): Computes the minimum along segments of a tensor.

[unsorted\_segment\_prod(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_prod): Computes the product along segments of a tensor.

[unsorted\_segment\_sqrt\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_sqrt_n): Computes the sum along segments of a tensor divided by the sqrt(N).

[unsorted\_segment\_sum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/unsorted_segment_sum): Computes the sum along segments of a tensor.

[unstack(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/unstack): Unpacks the given dimension of a rank-R tensor into rank-(R-1)tensors.

[variable\_axis\_size\_partitioner(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variable_axis_size_partitioner): Get a partitioner for VariableScope to keep shards below max\_shard\_bytes.

[variable\_creator\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variable_creator_scope): Scope which defines a variable creation function to be used by variable().

[variable\_op\_scope(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variable_op_scope): Deprecated: context manager for defining an op that creates variables.

[variables\_initializer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variables_initializer): Returns an Op that initializes a list of variables.

[vectorized\_map(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/vectorized_map): Parallel map on the list of tensors unpacked from elemson dimension 0.

[verify\_tensor\_all\_finite(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/verify_tensor_all_finite): Assert that the tensor does not contain any NaN's or Inf's.

[where(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/where): Return the elements, either from x or y, depending on the condition. (deprecated)

[where\_v2(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/where): Return the elements, either from x or y, depending on the condition.

[while\_loop(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/while_loop): Repeat body while the condition cond is true.

[wrap\_function(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/wrap_function): Wraps the TF 1.x function fn into a graph function.

[write\_file(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/write_file): Writes contents to the file at input filename. Creates file and recursively

[zeros(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/zeros): Creates a tensor with all elements set to zero.

[zeros\_like(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/zeros_like): Creates a tensor with all elements set to zero.

[zeta(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/zeta): Compute the Hurwitz zeta function ζ(x,q).

Other Members
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# tf.compat.v1.add\_check\_numerics\_ops

Connect a [tf.debugging.check\_numerics](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/debugging/check_numerics) to every floating point tensor.

tf.compat.v1.add\_check\_numerics\_ops()

Defined in [python/ops/numerics.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/numerics.py).

check\_numerics operations themselves are added for each half, float, or double tensor in the current default graph. For all ops in the graph, thecheck\_numerics op for all of its (half, float, or double) inputs is guaranteed to run before the check\_numerics op on any of its outputs.

**Note:** This API is not compatible with the use of [**tf.cond**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) or [**tf.while\_loop**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/while_loop), and will raise a **ValueError** if you attempt to call it in such a graph.

#### Returns:

A group op depending on all check\_numerics ops added.

#### Raises:

**ValueError**: If the graph contains any numeric operations in a control flow structure.

**RuntimeError**: If called with eager execution enabled.

#### Eager Compatibility

Not compatible with eager execution. To check for Infs and NaNs under eager execution, call tfe.seterr(inf\_or\_nan='raise') once before executing the checked operations.

# tf.compat.v1.add\_to\_collection

Wrapper for Graph.add\_to\_collection() using the default graph.

tf.compat.v1.add\_to\_collection(  
    name,  
    value  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.add\_to\_collection](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#add_to_collection) for more details.

#### Args:

**name**: The key for the collection. For example, the GraphKeys class contains many standard names for collections.

**value**: The value to add to the collection.

#### Eager Compatibility

Collections are only supported in eager when variables are created inside an EagerVariableStore (e.g. as part of a layer or template).

# tf.compat.v1.add\_to\_collections

Wrapper for Graph.add\_to\_collections() using the default graph.

tf.compat.v1.add\_to\_collections(  
    names,  
    value  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.add\_to\_collections](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#add_to_collections) for more details.

#### Args:

**names**: The key for the collections. The GraphKeys class contains many standard names for collections.

**value**: The value to add to the collections.

#### Eager Compatibility

Collections are only supported in eager when variables are created inside an EagerVariableStore (e.g. as part of a layer or template).

tf.compat.v1.all\_variables

Use [tf.compat.v1.global\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables) instead. (deprecated)

tf.compat.v1.all\_variables()

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2017-03-02. Instructions for updating: Please use tf.global\_variables instead.

# tf.compat.v1.argmax

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmax#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmax#aliases)

Returns the index with the largest value across axes of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.argmax

tf.compat.v1.math.argmax

tf.compat.v1.argmax(  
    input,  
    axis=None,  
    name=None,  
    dimension=None,  
    output\_type=tf.dtypes.int64  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dimension)**. They will be removed in a future version. Instructions for updating: Use the **axis** argument instead

Note that in case of ties the identity of the return value is not guaranteed.

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.math.argmax(input = a)  
c = tf.keras.backend.eval(b)  
# c = 4  
# here a[4] = 166.32 which is the largest element of a across axis 0

#### Args:

**input**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64.

**axis**: A Tensor. Must be one of the following types: int32, int64. int32 or int64, must be in the range [-rank(input), rank(input)). Describes which axis of the input Tensor to reduce across. For vectors, use axis = 0.

**output\_type**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type output\_type.

# tf.compat.v1.argmin

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmin#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/argmin#aliases)

Returns the index with the smallest value across axes of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.argmin

tf.compat.v1.math.argmin

tf.compat.v1.argmin(  
    input,  
    axis=None,  
    name=None,  
    dimension=None,  
    output\_type=tf.dtypes.int64  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dimension)**. They will be removed in a future version. Instructions for updating: Use the **axis** argument instead

Note that in case of ties the identity of the return value is not guaranteed.

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.math.argmin(input = a)  
c = tf.keras.backend.eval(b)  
# c = 0  
# here a[0] = 1 which is the smallest element of a across axis 0

#### Args:

**input**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64.

**axis**: A Tensor. Must be one of the following types: int32, int64. int32 or int64, must be in the range [-rank(input), rank(input)). Describes which axis of the input Tensor to reduce across. For vectors, use axis = 0.

**output\_type**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type output\_type.

# tf.compat.v1.arg\_max

Returns the index with the largest value across dimensions of a tensor. (deprecated)

tf.compat.v1.arg\_max(  
    input,  
    dimension,  
    output\_type=tf.dtypes.int64,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.math.argmax**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/argmax) instead

Note that in case of ties the identity of the return value is not guaranteed.

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.math.argmax(input = a)  
c = tf.keras.backend.eval(b)  
# c = 4  
# here a[4] = 166.32 which is the largest element of a across axis 0

#### Args:

**input**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64.

**dimension**: A Tensor. Must be one of the following types: int32, int64. int32 or int64, must be in the range [-rank(input), rank(input)). Describes which dimension of the input Tensor to reduce across. For vectors, use dimension = 0.

**output\_type**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type output\_type.

# tf.compat.v1.arg\_min

Returns the index with the smallest value across dimensions of a tensor. (deprecated)

tf.compat.v1.arg\_min(  
    input,  
    dimension,  
    output\_type=tf.dtypes.int64,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.math.argmin**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/argmin) instead

Note that in case of ties the identity of the return value is not guaranteed.

#### Usage:

import tensorflow as tf  
a = [1, 10, 26.9, 2.8, 166.32, 62.3]  
b = tf.math.argmin(input = a)  
c = tf.keras.backend.eval(b)  
# c = 0  
# here a[0] = 1 which is the smallest element of a across axis 0

#### Args:

**input**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64.

**dimension**: A Tensor. Must be one of the following types: int32, int64. int32 or int64, must be in the range [-rank(input), rank(input)). Describes which dimension of the input Tensor to reduce across. For vectors, use dimension = 0.

**output\_type**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type output\_type.

# tf.compat.v1.assert\_equal

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_equal#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_equal#aliases)

Assert the condition x == y holds element-wise.

### Aliases:

tf.compat.v1.assert\_equal

tf.compat.v1.debugging.assert\_equal

tf.compat.v1.assert\_equal(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_equal(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] == y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_equal".

#### Returns:

Op that raises InvalidArgumentError if x == y is False.

#### Raises:

**InvalidArgumentError**: if the check can be performed immediately and x == y is False. The check can be performed immediately during eager execution or if x and y are statically known.

#### Eager Compatibility

returns None

# tf.compat.v1.assert\_greater

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater#aliases)

Assert the condition x > y holds element-wise.

### Aliases:

tf.compat.v1.assert\_greater

tf.compat.v1.debugging.assert\_greater

tf.compat.v1.assert\_greater(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_greater(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] > y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_greater".

#### Returns:

Op that raises InvalidArgumentError if x > y is False.

# tf.compat.v1.assert\_greater\_equal

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater_equal#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_greater_equal#aliases)

Assert the condition x >= y holds element-wise.

### Aliases:

tf.compat.v1.assert\_greater\_equal

tf.compat.v1.debugging.assert\_greater\_equal

tf.compat.v1.assert\_greater\_equal(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_greater\_equal(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] >= y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_greater\_equal"

#### Returns:

Op that raises InvalidArgumentError if x >= y is False.

# tf.compat.v1.assert\_integer

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_integer#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_integer#aliases)

Assert that x is of integer dtype.

### Aliases:

tf.compat.v1.assert\_integer

tf.compat.v1.debugging.assert\_integer

tf.compat.v1.assert\_integer(  
    x,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_integer(x)]):  
  output = tf.reduce\_sum(x)

#### Args:

**x**: Tensor whose basetype is integer and is not quantized.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_integer".

#### Raises:

**TypeError**: If x.dtype is anything other than non-quantized integer.

#### Returns:

A no\_op that does nothing. Type can be determined statically.

# tf.compat.v1.assert\_less

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less#aliases)

Assert the condition x < y holds element-wise.

### Aliases:

tf.compat.v1.assert\_less

tf.compat.v1.debugging.assert\_less

tf.compat.v1.assert\_less(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_less(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] < y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_less".

#### Returns:

Op that raises InvalidArgumentError if x < y is False.

# tf.compat.v1.assert\_less\_equal

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less_equal#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_less_equal#aliases)

Assert the condition x <= y holds element-wise.

### Aliases:

tf.compat.v1.assert\_less\_equal

tf.compat.v1.debugging.assert\_less\_equal

tf.compat.v1.assert\_less\_equal(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_less\_equal(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] <= y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_less\_equal"

#### Returns:

Op that raises InvalidArgumentError if x <= y is False.

# tf.compat.v1.assert\_near

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_near#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_near#aliases)

Assert the condition x and y are close element-wise.

### Aliases:

tf.compat.v1.assert\_near

tf.compat.v1.debugging.assert\_near

tf.compat.v1.assert\_near(  
    x,  
    y,  
    rtol=None,  
    atol=None,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_near(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have

tf.abs(x[i] - y[i]) <= atol + rtol \* tf.abs(y[i]).

If both x and y are empty, this is trivially satisfied.

The default atol and rtol is 10 \* eps, where eps is the smallest representable positive number such that 1 + eps != 1. This is about 1.2e-6 in 32bit, 2.22e-15 in 64bit, and 0.00977 in 16bit. See numpy.finfo.

#### Args:

**x**: Float or complex Tensor.

**y**: Float or complex Tensor, same dtype as, and broadcastable to, x.

**rtol**: Tensor. Same dtype as, and broadcastable to, x. The relative tolerance. Default is 10 \* eps.

**atol**: Tensor. Same dtype as, and broadcastable to, x. The absolute tolerance. Default is 10 \* eps.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_near".

#### Returns:

Op that raises InvalidArgumentError if x and y are not close enough.

#### Numpy Compatibility

Similar to numpy.assert\_allclose, except tolerance depends on data type. This is due to the fact that TensorFlow is often used with 32bit, 64bit, and even 16bitdata.

# tf.compat.v1.assert\_negative
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_negative#aliases)

Assert the condition x < 0 holds element-wise.

### Aliases:

tf.compat.v1.assert\_negative

tf.compat.v1.debugging.assert\_negative

tf.compat.v1.assert\_negative(  
    x,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_negative(x)]):  
  output = tf.reduce\_sum(x)

Negative means, for every element x[i] of x, we have x[i] < 0. If x is empty this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_negative".

#### Returns:

Op raising InvalidArgumentError unless x is all negative.

# tf.compat.v1.assert\_none\_equal
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_none_equal#aliases)

Assert the condition x != y holds for all elements.

### Aliases:

tf.compat.v1.assert\_none\_equal

tf.compat.v1.debugging.assert\_none\_equal

tf.compat.v1.assert\_none\_equal(  
    x,  
    y,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_none\_equal(x, y)]):  
  output = tf.reduce\_sum(x)

This condition holds if for every pair of (possibly broadcast) elements x[i], y[i], we have x[i] != y[i]. If both x and y are empty, this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**y**: Numeric Tensor, same dtype as and broadcastable to x.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x, y.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_none\_equal".

#### Returns:

Op that raises InvalidArgumentError if x != y is ever False.

# tf.compat.v1.assert\_non\_negative
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_non_negative#aliases)

Assert the condition x >= 0 holds element-wise.

### Aliases:

tf.compat.v1.assert\_non\_negative

tf.compat.v1.debugging.assert\_non\_negative

tf.compat.v1.assert\_non\_negative(  
    x,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_non\_negative(x)]):  
  output = tf.reduce\_sum(x)

Non-negative means, for every element x[i] of x, we have x[i] >= 0. If x is empty this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_non\_negative".

#### Returns:

Op raising InvalidArgumentError unless x is all non-negative.

# tf.compat.v1.assert\_non\_positive

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_non_positive#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_non_positive#aliases)

Assert the condition x <= 0 holds element-wise.

### Aliases:

tf.compat.v1.assert\_non\_positive

tf.compat.v1.debugging.assert\_non\_positive

tf.compat.v1.assert\_non\_positive(  
    x,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_non\_positive(x)]):  
  output = tf.reduce\_sum(x)

Non-positive means, for every element x[i] of x, we have x[i] <= 0. If x is empty this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_non\_positive".

#### Returns:

Op raising InvalidArgumentError unless x is all non-positive.

# tf.compat.v1.assert\_positive
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_positive#aliases)

Assert the condition x > 0 holds element-wise.

### Aliases:

tf.compat.v1.assert\_positive

tf.compat.v1.debugging.assert\_positive

tf.compat.v1.assert\_positive(  
    x,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_positive(x)]):  
  output = tf.reduce\_sum(x)

Positive means, for every element x[i] of x, we have x[i] > 0. If x is empty this is trivially satisfied.

#### Args:

**x**: Numeric Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_positive".

#### Returns:

Op raising InvalidArgumentError unless x is all positive.

# tf.compat.v1.assert\_rank
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank#aliases)

Assert x has rank equal to rank.

### Aliases:

tf.compat.v1.assert\_rank

tf.compat.v1.debugging.assert\_rank

tf.compat.v1.assert\_rank(  
    x,  
    rank,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_rank(x, 2)]):  
  output = tf.reduce\_sum(x)

#### Args:

**x**: Numeric Tensor.

**rank**: Scalar integer Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and the shape of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_rank".

#### Returns:

Op raising InvalidArgumentError unless x has specified rank. If static checks determine x has correct rank, a no\_op is returned.

#### Raises:

**ValueError**: If static checks determine x has wrong rank.

# tf.compat.v1.assert\_rank\_at\_least
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank_at_least#aliases)

Assert x has rank equal to rank or higher.

### Aliases:

tf.compat.v1.assert\_rank\_at\_least

tf.compat.v1.debugging.assert\_rank\_at\_least

tf.compat.v1.assert\_rank\_at\_least(  
    x,  
    rank,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_rank\_at\_least(x, 2)]):  
  output = tf.reduce\_sum(x)

#### Args:

**x**: Numeric Tensor.

**rank**: Scalar Tensor.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_rank\_at\_least".

#### Returns:

Op raising InvalidArgumentError unless x has specified rank or higher. If static checks determine x has correct rank, a no\_op is returned.

#### Raises:

**ValueError**: If static checks determine x has wrong rank.

# tf.compat.v1.assert\_rank\_in
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_rank_in#aliases)

Assert x has rank in ranks.

### Aliases:

tf.compat.v1.assert\_rank\_in

tf.compat.v1.debugging.assert\_rank\_in

tf.compat.v1.assert\_rank\_in(  
    x,  
    ranks,  
    data=None,  
    summarize=None,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

Example of adding a dependency to an operation:

with tf.control\_dependencies([tf.compat.v1.assert\_rank\_in(x, (2, 4))]):  
  output = tf.reduce\_sum(x)

#### Args:

**x**: Numeric Tensor.

**ranks**: Iterable of scalar Tensor objects.

**data**: The tensors to print out if the condition is False. Defaults to error message and first few entries of x.

**summarize**: Print this many entries of each tensor.

**message**: A string to prefix to the default message.

**name**: A name for this operation (optional). Defaults to "assert\_rank\_in".

#### Returns:

Op raising InvalidArgumentError unless rank of x is in ranks. If static checks determine x has matching rank, a no\_op is returned.

#### Raises:

**ValueError**: If static checks determine x has mismatched rank.

# tf.compat.v1.assert\_scalar
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_scalar#aliases)

Asserts that the given tensor is a scalar (i.e. zero-dimensional).

### Aliases:

tf.compat.v1.assert\_scalar

tf.compat.v1.debugging.assert\_scalar

tf.compat.v1.assert\_scalar(  
    tensor,  
    name=None,  
    message=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

This function raises ValueError unless it can be certain that the given tensor is a scalar. ValueError is also raised if the shape of tensor is unknown.

#### Args:

**tensor**: A Tensor.

**name**: A name for this operation. Defaults to "assert\_scalar"

**message**: A string to prefix to the default message.

#### Returns:

The input tensor (potentially converted to a Tensor).

#### Raises:

**ValueError**: If the tensor is not scalar (rank 0), or if its shape is unknown.

# tf.compat.v1.assert\_type

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_type#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/assert_type#aliases)

Statically asserts that the given Tensor is of the specified type.

### Aliases:

tf.compat.v1.assert\_type

tf.compat.v1.debugging.assert\_type

tf.compat.v1.assert\_type(  
    tensor,  
    tf\_type,  
    message=None,  
    name=None  
)

Defined in [python/ops/check\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/check_ops.py).

#### Args:

**tensor**: A Tensor.

**tf\_type**: A tensorflow type (dtypes.float32, [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64), dtypes.bool, etc).

**message**: A string to prefix to the default message.

**name**: A name to give this Op. Defaults to "assert\_type"

#### Raises:

**TypeError**: If the tensors data type doesn't match tf\_type.

#### Returns:

A no\_op that does nothing. Type can be determined statically.

# tf.compat.v1.assert\_variables\_initialized

Returns an Op to check if variables are initialized.

tf.compat.v1.assert\_variables\_initialized(var\_list=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

NOTE: This function is obsolete and will be removed in 6 months. Please change your implementation to use report\_uninitialized\_variables().

When run, the returned Op will raise the exception FailedPreconditionError if any of the variables has not yet been initialized.

**Note:** This function is implemented by trying to fetch the values of the variables. If one of the variables is not initialized a message may be logged by the C++ runtime. This is expected.

#### Args:

**var\_list**: List of Variable objects to check. Defaults to the value of global\_variables().

#### Returns:

An Op, or None if there are no variables.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

# tf.compat.v1.assign

Update ref by assigning value to it.

tf.compat.v1.assign(  
    ref,  
    value,  
    validate\_shape=None,  
    use\_locking=None,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation outputs a Tensor that holds the new value of ref after the value has been assigned. This makes it easier to chain operations that need to use the reset value.

#### Args:

**ref**: A mutable Tensor. Should be from a Variable node. May be uninitialized.

**value**: A Tensor. Must have the same shape and dtype as ref. The value to be assigned to the variable.

**validate\_shape**: An optional bool. Defaults to True. If true, the operation will validate that the shape of 'value' matches the shape of the Tensor being assigned to. If false, 'ref' will take on the shape of 'value'.

**use\_locking**: An optional bool. Defaults to True. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A Tensor that will hold the new value of ref after the assignment has completed.

# tf.compat.v1.assign\_add

Update ref by adding value to it.

tf.compat.v1.assign\_add(  
    ref,  
    value,  
    use\_locking=None,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation outputs "ref" after the update is done. This makes it easier to chain operations that need to use the reset value. Unlike [tf.math.add](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add), this op does not broadcast. ref and value must have the same shape.

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32,float64, int64, int32, uint8, uint16, int16, int8, complex64, complex128, qint8, quint8, qint32, half. Should be from a Variablenode.

**value**: A Tensor. Must have the same shape and dtype as ref. The value to be added to the variable.

**use\_locking**: An optional bool. Defaults to False. If True, the addition will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

Same as "ref". Returned as a convenience for operations that want to use the new value after the variable has been updated.

# tf.compat.v1.assign\_sub

Update ref by subtracting value from it.

tf.compat.v1.assign\_sub(  
    ref,  
    value,  
    use\_locking=None,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value. Unlike [tf.math.subtract](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/subtract), this op does not broadcast. ref and value must have the same shape.

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32,float64, int64, int32, uint8, uint16, int16, int8, complex64, complex128, qint8, quint8, qint32, half. Should be from a Variablenode.

**value**: A Tensor. Must have the same shape and dtype as ref. The value to be subtracted to the variable.

**use\_locking**: An optional bool. Defaults to False. If True, the subtraction will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

Same as "ref". Returned as a convenience for operations that want to use the new value after the variable has been updated.

# tf.compat.v1.AttrValue
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## Class AttrValue

Defined in [core/framework/attr\_value.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/attr_value.proto).

## Child Classes

[class ListValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/AttrValue/ListValue)

## Properties

### b

bool b

### f

float f

### func

NameAttrList func

### i

int64 i

### list

ListValue list

### placeholder

string placeholder

### s

bytes s

### shape

TensorShapeProto shape

### tensor

TensorProto tensor

### type

DataType type

# tf.compat.v1.AttrValue.ListValue
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/AttrValue/ListValue#properties)
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[f](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/AttrValue/ListValue#f)

## Class ListValue

Defined in [core/framework/attr\_value.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/attr_value.proto).

## Properties

### b

repeated bool b

### f

repeated float f

### func

repeated NameAttrList func

### i

repeated int64 i

### s

repeated bytes s

### shape

repeated TensorShapeProto shape

### tensor

repeated TensorProto tensor

### type

repeated DataType type

tf.compat.v1.batch\_gather

Gather slices from params according to indices with leading batch dims. (deprecated)

tf.compat.v1.batch\_gather(  
    params,  
    indices,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2017-10-25. Instructions for updating: **tf.batch\_gather** is deprecated, please use [**tf.gather**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather) with **batch\_dims** instead.

# tf.compat.v1.batch\_scatter\_update

Generalization of [tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update) to axis different than 0. (deprecated)

tf.compat.v1.batch\_scatter\_update(  
    ref,  
    indices,  
    updates,  
    use\_locking=True,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2018-11-29. Instructions for updating: Use the batch\_scatter\_update method of Variable instead.

Analogous to batch\_gather. This assumes that ref, indices and updateshave a series of leading dimensions that are the same for all of them, and the updates are performed on the last dimension of indices. In other words, the dimensions should be the following:

num\_prefix\_dims = indices.ndims - 1 batch\_dim = num\_prefix\_dims + 1updates.shape = indices.shape + var.shape[batch\_dim:]

where

updates.shape[:num\_prefix\_dims] == indices.shape[:num\_prefix\_dims]== var.shape[:num\_prefix\_dims]

And the operation performed can be expressed as:

var[i\_1, ..., i\_n, indices[i\_1, ..., i\_n, j]] = updates[i\_1, ..., i\_n, j]

When indices is a 1D tensor, this operation is equivalent to[tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update).

To avoid this operation there would be 2 alternatives: 1) Reshaping the variable by merging the first ndims dimensions. However, this is not possible because [tf.reshape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape) returns a Tensor, which we cannot use [tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update) on. 2) Looping over the first ndims of the variable and using [tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update) on the subtensors that result of slicing the first dimension. This is a valid option for ndims = 1, but less efficient than this implementation.

See also [tf.compat.v1.scatter\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_update) and [tf.compat.v1.scatter\_nd\_update](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scatter_nd_update).

#### Args:

**ref**: Variable to scatter onto.

**indices**: Tensor containing indices as described above.

**updates**: Tensor of updates to apply to ref.

**use\_locking**: Boolean indicating whether to lock the writing operation.

**name**: Optional scope name string.

#### Returns:

Ref to variable after it has been modified.

#### Raises:

**ValueError**: If the initial ndims of ref, indices, and updates are not the same.

# tf.compat.v1.batch\_to\_space

BatchToSpace for 4-D tensors of type T.

tf.compat.v1.batch\_to\_space(  
    input,  
    crops,  
    block\_size,  
    name=None,  
    block\_shape=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This is a legacy version of the more general BatchToSpaceND.

Rearranges (permutes) data from batch into blocks of spatial data, followed by cropping. This is the reverse transformation of SpaceToBatch. More specifically, this op outputs a copy of the input tensor where values from the batch dimension are moved in spatial blocks to the height and width dimensions, followed by cropping along the height and width dimensions.

#### Args:

**input**: A Tensor. 4-D tensor with shape [batch\*block\_size\*block\_size, height\_pad/block\_size, width\_pad/block\_size, depth]. Note that the batch size of the input tensor must be divisible by block\_size \* block\_size.

**crops**: A Tensor. Must be one of the following types: int32, int64. 2-D tensor of non-negative integers with shape [2, 2]. It specifies how many elements to crop from the intermediate result across the spatial dimensions as follows:

crops = [[crop\_top, crop\_bottom], [crop\_left, crop\_right]]

**block\_size**: An int that is >= 2.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.compat.v1.bincount
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Counts the number of occurrences of each value in an integer array.

### Aliases:

tf.compat.v1.bincount

tf.compat.v1.math.bincount

tf.compat.v1.bincount(  
    arr,  
    weights=None,  
    minlength=None,  
    maxlength=None,  
    dtype=tf.dtypes.int32  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

If minlength and maxlength are not given, returns a vector with lengthtf.reduce\_max(arr) + 1 if arr is non-empty, and length 0 otherwise. If weights are non-None, then index i of the output stores the sum of the value in weights at each index where the corresponding value in arr is i.

#### Args:

**arr**: An int32 tensor of non-negative values.

**weights**: If non-None, must be the same shape as arr. For each value in arr, the bin will be incremented by the corresponding weight instead of 1.

**minlength**: If given, ensures the output has length at least minlength, padding with zeros at the end if necessary.

**maxlength**: If given, skips values in arr that are equal or greater thanmaxlength, ensuring that the output has length at most maxlength.

**dtype**: If weights is None, determines the type of the output bins.

#### Returns:

A vector with the same dtype as weights or the given dtype. The bin values.

# tf.compat.v1.boolean\_mask

Apply boolean mask to tensor.

tf.compat.v1.boolean\_mask(  
    tensor,  
    mask,  
    name='boolean\_mask',  
    axis=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Numpy equivalent is tensor[mask].

# 1-D example  
tensor = [0, 1, 2, 3]  
mask = np.array([True, False, True, False])  
boolean\_mask(tensor, mask)  # [0, 2]

In general, 0 < dim(mask) = K <= dim(tensor), and mask's shape must match the first K dimensions of tensor's shape. We then have: boolean\_mask(tensor, mask)[i, j1,...,jd] = tensor[i1,...,iK,j1,...,jd] where (i1,...,iK) is the ith True entry of mask (row-major order). The axis could be used with maskto indicate the axis to mask from. In that case, axis + dim(mask) <= dim(tensor) and mask's shape must match the first axis + dim(mask)dimensions of tensor's shape.

See also: [tf.ragged.boolean\_mask](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/ragged/boolean_mask), which can be applied to both dense and ragged tensors, and can be used if you need to preserve the masked dimensions of tensor (rather than flattening them, as [tf.boolean\_mask](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/boolean_mask) does).

#### Args:

**tensor**: N-D tensor.

**mask**: K-D boolean tensor, K <= N and K must be known statically.

**name**: A name for this operation (optional).

**axis**: A 0-D int Tensor representing the axis in tensor to mask from. By default, axis is 0 which will mask from the first dimension. Otherwise K + axis <= N.

#### Returns:

(N-K+1)-dimensional tensor populated by entries in tensor corresponding to Truevalues in mask.

#### Raises:

**ValueError**: If shapes do not conform.

#### Examples:

# 2-D example  
tensor = [[1, 2], [3, 4], [5, 6]]  
mask = np.array([True, False, True])  
boolean\_mask(tensor, mask)  # [[1, 2], [5, 6]]

# tf.compat.v1.clip\_by\_average\_norm

Clips tensor values to a maximum average L2-norm. (deprecated)

tf.compat.v1.clip\_by\_average\_norm(  
    t,  
    clip\_norm,  
    name=None  
)

Defined in [python/ops/clip\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/clip_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: clip\_by\_average\_norm is deprecated in TensorFlow 2.0. Please use clip\_by\_norm(t, clip\_norm \* tf.cast(tf.size(t), tf.float32), name) instead.

Given a tensor t, and a maximum clip value clip\_norm, this operation normalizes t so that its average L2-norm is less than or equal to clip\_norm. Specifically, if the average L2-norm is already less than or equal to clip\_norm, then t is not modified. If the average L2-norm is greater than clip\_norm, then this operation returns a tensor of the same type and shape as t with its values set to:

t \* clip\_norm / l2norm\_avg(t)

In this case, the average L2-norm of the output tensor is clip\_norm.

This operation is typically used to clip gradients before applying them with an optimizer.

#### Args:

**t**: A Tensor.

**clip\_norm**: A 0-D (scalar) Tensor > 0. A maximum clipping value.

**name**: A name for the operation (optional).

#### Returns:

A clipped Tensor.

tf.compat.v1.colocate\_with

DEPRECATED FUNCTION

tf.compat.v1.colocate\_with(  
    op,  
    ignore\_existing=False  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Colocations handled automatically by placer.

# tf.compat.v1.cond

Return true\_fn() if the predicate pred is true else false\_fn(). (deprecated arguments)

tf.compat.v1.cond(  
    pred,  
    true\_fn=None,  
    false\_fn=None,  
    strict=False,  
    name=None,  
    fn1=None,  
    fn2=None  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(fn1, fn2)**. They will be removed in a future version. Instructions for updating: fn1/fn2 are deprecated in favor of the true\_fn/false\_fn arguments.

true\_fn and false\_fn both return lists of output tensors. true\_fn andfalse\_fn must have the same non-zero number and type of outputs.

**WARNING**: Any Tensors or Operations created outside of true\_fn and false\_fnwill be executed regardless of which branch is selected at runtime.

Although this behavior is consistent with the dataflow model of TensorFlow, it has frequently surprised users who expected a lazier semantics. Consider the following simple program:

z = tf.multiply(a, b)  
result = tf.cond(x < y, lambda: tf.add(x, z), lambda: tf.square(y))

If x < y, the [tf.add](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/add) operation will be executed and [tf.square](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/square) operation will not be executed. Since z is needed for at least one branch of the cond, the [tf.multiply](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/multiply) operation is always executed, unconditionally.

Note that cond calls true\_fn and false\_fn exactly once (inside the call to cond, and not at all during Session.run()). cond stitches together the graph fragments created during the true\_fn and false\_fn calls with some additional graph nodes to ensure that the right branch gets executed depending on the value of pred.

[tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) supports nested structures as implemented intensorflow.python.util.nest. Both true\_fn and false\_fn must return the same (possibly nested) value structure of lists, tuples, and/or named tuples. Singleton lists and tuples form the only exceptions to this: when returned bytrue\_fn and/or false\_fn, they are implicitly unpacked to single values. This behavior is disabled by passing strict=True.

#### Args:

**pred**: A scalar determining whether to return the result of true\_fn orfalse\_fn.

**true\_fn**: The callable to be performed if pred is true.

**false\_fn**: The callable to be performed if pred is false.

**strict**: A boolean that enables/disables 'strict' mode; see above.

**name**: Optional name prefix for the returned tensors.

#### Returns:

Tensors returned by the call to either true\_fn or false\_fn. If the callables return a singleton list, the element is extracted from the list.

#### Raises:

**TypeError**: if true\_fn or false\_fn is not callable.

**ValueError**: if true\_fn and false\_fn do not return the same number of tensors, or return tensors of different types.

#### Example:

x = tf.constant(2)  
y = tf.constant(5)  
def f1(): return tf.multiply(x, 17)  
def f2(): return tf.add(y, 23)  
r = tf.cond(tf.less(x, y), f1, f2)  
# r is set to f1().  
# Operations in f2 (e.g., tf.add) are not executed.

# tf.compat.v1.ConditionalAccumulator
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## Class ConditionalAccumulator

A conditional accumulator for aggregating gradients.

Inherits From: [ConditionalAccumulatorBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConditionalAccumulatorBase)

Defined in [python/ops/data\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/data_flow_ops.py).

Up-to-date gradients (i.e., time step at which gradient was computed is equal to the accumulator's time step) are added to the accumulator.

Extraction of the average gradient is blocked until the required number of gradients has been accumulated.

## \_\_init\_\_

\_\_init\_\_(  
    dtype,  
    shape=None,  
    shared\_name=None,  
    name='conditional\_accumulator',  
    reduction\_type='MEAN'  
)

Creates a new ConditionalAccumulator.

#### Args:

**dtype**: Datatype of the accumulated gradients.

**shape**: Shape of the accumulated gradients.

**shared\_name**: Optional. If non-empty, this accumulator will be shared under the given name across multiple sessions.

**name**: Optional name for the accumulator.

**reduction\_type**: Reduction type to use when taking the gradient.

## Properties

### accumulator\_ref

The underlying accumulator reference.

### dtype

The datatype of the gradients accumulated by this accumulator.

### name

The name of the underlying accumulator.

## Methods

### apply\_grad

apply\_grad(  
    grad,  
    local\_step=0,  
    name=None  
)

Attempts to apply a gradient to the accumulator.

The attempt is silently dropped if the gradient is stale, i.e., local\_step is less than the accumulator's global time step.

#### Args:

**grad**: The gradient tensor to be applied.

**local\_step**: Time step at which the gradient was computed.

**name**: Optional name for the operation.

#### Returns:

The operation that (conditionally) applies a gradient to the accumulator.

#### Raises:

**ValueError**: If grad is of the wrong shape

### num\_accumulated

num\_accumulated(name=None)

Number of gradients that have currently been aggregated in accumulator.

#### Args:

**name**: Optional name for the operation.

#### Returns:

Number of accumulated gradients currently in accumulator.

### set\_global\_step

set\_global\_step(  
    new\_global\_step,  
    name=None  
)

Sets the global time step of the accumulator.

The operation logs a warning if we attempt to set to a time step that is lower than the accumulator's own time step.

#### Args:

**new\_global\_step**: Value of new time step. Can be a variable or a constant

**name**: Optional name for the operation.

#### Returns:

Operation that sets the accumulator's time step.

### take\_grad

take\_grad(  
    num\_required,  
    name=None  
)

Attempts to extract the average gradient from the accumulator.

The operation blocks until sufficient number of gradients have been successfully applied to the accumulator.

Once successful, the following actions are also triggered:

Counter of accumulated gradients is reset to 0.

Aggregated gradient is reset to 0 tensor.

Accumulator's internal time step is incremented by 1.

#### Args:

**num\_required**: Number of gradients that needs to have been aggregated

**name**: Optional name for the operation

#### Returns:

A tensor holding the value of the average gradient.

#### Raises:

**InvalidArgumentError**: If num\_required < 1

# tf.compat.v1.ConditionalAccumulatorBase
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## Class ConditionalAccumulatorBase

A conditional accumulator for aggregating gradients.

Defined in [python/ops/data\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/data_flow_ops.py).

Up-to-date gradients (i.e., time step at which gradient was computed is equal to the accumulator's time step) are added to the accumulator.

Extraction of the average gradient is blocked until the required number of gradients has been accumulated.

## \_\_init\_\_

\_\_init\_\_(  
    dtype,  
    shape,  
    accumulator\_ref  
)

Creates a new ConditionalAccumulator.

#### Args:

**dtype**: Datatype of the accumulated gradients.

**shape**: Shape of the accumulated gradients.

**accumulator\_ref**: A handle to the conditional accumulator, created by sub- classes

## Properties

### accumulator\_ref

The underlying accumulator reference.

### dtype

The datatype of the gradients accumulated by this accumulator.

### name

The name of the underlying accumulator.

## Methods

### num\_accumulated

num\_accumulated(name=None)

Number of gradients that have currently been aggregated in accumulator.

#### Args:

**name**: Optional name for the operation.

#### Returns:

Number of accumulated gradients currently in accumulator.

### set\_global\_step

set\_global\_step(  
    new\_global\_step,  
    name=None  
)

Sets the global time step of the accumulator.

The operation logs a warning if we attempt to set to a time step that is lower than the accumulator's own time step.

#### Args:

**new\_global\_step**: Value of new time step. Can be a variable or a constant

**name**: Optional name for the operation.

#### Returns:

Operation that sets the accumulator's time step.

# tf.compat.v1.ConfigProto

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto#top_of_page)

[Class ConfigProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto#class_configproto)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto#properties)

[allow\_soft\_placement](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto#allow_soft_placement)

## Class ConfigProto

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Child Classes

[class DeviceCountEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/DeviceCountEntry)

[class Experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/Experimental)

## Properties

### allow\_soft\_placement

bool allow\_soft\_placement

### cluster\_def

ClusterDef cluster\_def

### device\_count

repeated DeviceCountEntry device\_count

### device\_filters

repeated string device\_filters

### experimental

Experimental experimental

### gpu\_options

GPUOptions gpu\_options

### graph\_options

GraphOptions graph\_options

### inter\_op\_parallelism\_threads

int32 inter\_op\_parallelism\_threads

### intra\_op\_parallelism\_threads

int32 intra\_op\_parallelism\_threads

### isolate\_session\_state

bool isolate\_session\_state

### log\_device\_placement

bool log\_device\_placement

### operation\_timeout\_in\_ms

int64 operation\_timeout\_in\_ms

### placement\_period

int32 placement\_period

### rpc\_options

RPCOptions rpc\_options

### session\_inter\_op\_thread\_pool

repeated ThreadPoolOptionProto session\_inter\_op\_thread\_pool

### use\_per\_session\_threads

bool use\_per\_session\_threads

# tf.compat.v1.ConfigProto.DeviceCountEntry
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/DeviceCountEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/DeviceCountEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/DeviceCountEntry#value)

## Class DeviceCountEntry

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### key

string key

### value

int32 value

# tf.compat.v1.ConfigProto.Experimental
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[Class Experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/Experimental#class_experimental)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/Experimental#properties)

[collective\_deterministic\_sequential\_execution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/Experimental#collective_deterministic_sequential_execution)

[collective\_group\_leader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto/Experimental#collective_group_leader)

## Class Experimental

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### collective\_deterministic\_sequential\_execution

bool collective\_deterministic\_sequential\_execution

### collective\_group\_leader

string collective\_group\_leader

### collective\_nccl

bool collective\_nccl

### disable\_thread\_spinning

bool disable\_thread\_spinning

### executor\_type

string executor\_type

### recv\_buf\_max\_chunk

int32 recv\_buf\_max\_chunk

### share\_cluster\_devices\_in\_session

bool share\_cluster\_devices\_in\_session

### share\_session\_state\_in\_clusterspec\_propagation

bool share\_session\_state\_in\_clusterspec\_propagation

### use\_numa\_affinity

bool use\_numa\_affinity

# tf.compat.v1.confusion\_matrix
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Computes the confusion matrix from predictions and labels.

### Aliases:

tf.compat.v1.confusion\_matrix

tf.compat.v1.math.confusion\_matrix

tf.compat.v1.confusion\_matrix(  
    labels,  
    predictions,  
    num\_classes=None,  
    dtype=tf.dtypes.int32,  
    name=None,  
    weights=None  
)

Defined in [python/ops/confusion\_matrix.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/confusion_matrix.py).

The matrix columns represent the prediction labels and the rows represent the real labels. The confusion matrix is always a 2-D array of shape [n, n], where n is the number of valid labels for a given classification task. Both prediction and labels must be 1-D arrays of the same shape in order for this function to work.

If num\_classes is None, then num\_classes will be set to one plus the maximum value in either predictions or labels. Class labels are expected to start at 0. For example, if num\_classes is 3, then the possible labels would be [0, 1, 2].

If weights is not None, then each prediction contributes its corresponding weight to the total value of the confusion matrix cell.

#### For example:

  tf.math.confusion\_matrix([1, 2, 4], [2, 2, 4]) ==>  
      [[0 0 0 0 0]  
       [0 0 1 0 0]  
       [0 0 1 0 0]  
       [0 0 0 0 0]  
       [0 0 0 0 1]]

Note that the possible labels are assumed to be [0, 1, 2, 3, 4], resulting in a 5x5 confusion matrix.

#### Args:

**labels**: 1-D Tensor of real labels for the classification task.

**predictions**: 1-D Tensor of predictions for a given classification.

**num\_classes**: The possible number of labels the classification task can have. If this value is not provided, it will be calculated using both predictions and labels array.

**dtype**: Data type of the confusion matrix.

**name**: Scope name.

**weights**: An optional Tensor whose shape matches predictions.

#### Returns:

A Tensor of type dtype with shape [n, n] representing the confusion matrix, where n is the number of possible labels in the classification task.

#### Raises:

**ValueError**: If both predictions and labels are not 1-D vectors and have mismatched shapes, or if weights is not None and its shape doesn't match predictions.

# tf.compat.v1.constant

Creates a constant tensor.

tf.compat.v1.constant(  
    value,  
    dtype=None,  
    shape=None,  
    name='Const',  
    verify\_shape=False  
)

Defined in [python/framework/constant\_op.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/constant_op.py).

The resulting tensor is populated with values of type dtype, as specified by arguments value and (optionally) shape (see examples below).

The argument value can be a constant value, or a list of values of type dtype. If value is a list, then the length of the list must be less than or equal to the number of elements implied by the shape argument (if specified). In the case where the list length is less than the number of elements specified by shape, the last element in the list will be used to fill the remaining entries.

The argument shape is optional. If present, it specifies the dimensions of the resulting tensor. If not present, the shape of value is used.

If the argument dtype is not specified, then the type is inferred from the type of value.

#### For example:

# Constant 1-D Tensor populated with value list.  
tensor = tf.constant([1, 2, 3, 4, 5, 6, 7]) => [1 2 3 4 5 6 7]  
  
# Constant 2-D tensor populated with scalar value -1.  
tensor = tf.constant(-1.0, shape=[2, 3]) => [[-1. -1. -1.]  
                                             [-1. -1. -1.]]

[tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) differs from [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) in a few ways:

[tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) supports arbitrary constants, not just uniform scalar Tensors like [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill).

[tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) creates a Const node in the computation graph with the exact value at graph construction time. On the other hand, [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill) creates an Op in the graph that is expanded at runtime.

Because [tf.constant](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/constant) only embeds constant values in the graph, it does not support dynamic shapes based on other runtime Tensors, whereas [tf.fill](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/fill)does.

#### Args:

**value**: A constant value (or list) of output type dtype.

**dtype**: The type of the elements of the resulting tensor.

**shape**: Optional dimensions of resulting tensor.

**name**: Optional name for the tensor.

**verify\_shape**: Boolean that enables verification of a shape of values.

#### Returns:

A Constant Tensor.

#### Raises:

**TypeError**: if shape is incorrectly specified or unsupported.

# tf.compat.v1.container

Wrapper for Graph.container() using the default graph.

tf.compat.v1.container(container\_name)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

#### Args:

**container\_name**: The container string to use in the context.

#### Returns:

A context manager that specifies the default container to use for newly created stateful ops.

# tf.compat.v1.convert\_to\_tensor

Converts the given value to a Tensor.

tf.compat.v1.convert\_to\_tensor(  
    value,  
    dtype=None,  
    name=None,  
    preferred\_dtype=None,  
    dtype\_hint=None  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

This function converts Python objects of various types to Tensor objects. It accepts Tensor objects, numpy arrays, Python lists, and Python scalars. For example:

import numpy as np  
  
def my\_func(arg):  
  arg = tf.convert\_to\_tensor(arg, dtype=tf.float32)  
  return tf.matmul(arg, arg) + arg  
  
# The following calls are equivalent.  
value\_1 = my\_func(tf.constant([[1.0, 2.0], [3.0, 4.0]]))  
value\_2 = my\_func([[1.0, 2.0], [3.0, 4.0]])  
value\_3 = my\_func(np.array([[1.0, 2.0], [3.0, 4.0]], dtype=np.float32))

This function can be useful when composing a new operation in Python (such as my\_func in the example above). All standard Python op constructors apply this function to each of their Tensor-valued inputs, which allows those ops to accept numpy arrays, Python lists, and scalars in addition to Tensor objects.

**Note:** This function diverges from default Numpy behavior for **float** and **string** types when **None** is present in a Python list or scalar. Rather than silently converting **None** values, an error will be thrown.

#### Args:

**value**: An object whose type has a registered Tensor conversion function.

**dtype**: Optional element type for the returned tensor. If missing, the type is inferred from the type of value.

**name**: Optional name to use if a new Tensor is created.

**preferred\_dtype**: Optional element type for the returned tensor, used when dtype is None. In some cases, a caller may not have a dtype in mind when converting to a tensor, so preferred\_dtype can be used as a soft preference. If the conversion to preferred\_dtype is not possible, this argument has no effect.

**dtype\_hint**: same meaning as preferred\_dtype, and overrides it.

#### Returns:

A Tensor based on value.

#### Raises:

**TypeError**: If no conversion function is registered for value to dtype.

**RuntimeError**: If a registered conversion function returns an invalid value.

**ValueError**: If the value is a tensor not of given dtype in graph mode.

# tf.compat.v1.convert\_to\_tensor\_or\_indexed\_slices

Converts the given object to a Tensor or an IndexedSlices.

tf.compat.v1.convert\_to\_tensor\_or\_indexed\_slices(  
    value,  
    dtype=None,  
    name=None  
)

Defined in [python/framework/indexed\_slices.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/indexed_slices.py).

If value is an IndexedSlices or SparseTensor it is returned unmodified. Otherwise, it is converted to a Tensor using convert\_to\_tensor().

#### Args:

**value**: An IndexedSlices, SparseTensor, or an object that can be consumed by convert\_to\_tensor().

**dtype**: (Optional.) The required DType of the returned Tensor orIndexedSlices.

**name**: (Optional.) A name to use if a new Tensor is created.

#### Returns:

A Tensor, IndexedSlices, or SparseTensor based on value.

#### Raises:

**ValueError**: If dtype does not match the element type of value.

# tf.compat.v1.convert\_to\_tensor\_or\_sparse\_tensor

Converts value to a SparseTensor or Tensor.

tf.compat.v1.convert\_to\_tensor\_or\_sparse\_tensor(  
    value,  
    dtype=None,  
    name=None  
)

Defined in [python/framework/sparse\_tensor.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/sparse_tensor.py).

#### Args:

**value**: A SparseTensor, SparseTensorValue, or an object whose type has a registered Tensor conversion function.

**dtype**: Optional element type for the returned tensor. If missing, the type is inferred from the type of value.

**name**: Optional name to use if a new Tensor is created.

#### Returns:

A SparseTensor or Tensor based on value.

#### Raises:

**RuntimeError**: If result type is incompatible with dtype.

# tf.compat.v1.count\_nonzero

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/count_nonzero#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/count_nonzero#aliases)

Computes number of nonzero elements across dimensions of a tensor. (deprecated arguments) (deprecated arguments)

### Aliases:

tf.compat.v1.count\_nonzero

tf.compat.v1.math.count\_nonzero

tf.compat.v1.count\_nonzero(  
    input\_tensor=None,  
    axis=None,  
    keepdims=None,  
    dtype=tf.dtypes.int64,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None,  
    input=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(axis)**. They will be removed in a future version. Instructions for updating: reduction\_indices is deprecated, use axis instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis has no entries, all dimensions are reduced, and a tensor with a single element is returned.

**NOTE** Floating point comparison to zero is done by exact floating point equality check. Small values are **not** rounded to zero for purposes of the nonzero check.

#### For example:

x = tf.constant([[0, 1, 0], [1, 1, 0]])  
tf.math.count\_nonzero(x)  # 3  
tf.math.count\_nonzero(x, 0)  # [1, 2, 0]  
tf.math.count\_nonzero(x, 1)  # [1, 2]  
tf.math.count\_nonzero(x, 1, keepdims=True)  # [[1], [2]]  
tf.math.count\_nonzero(x, [0, 1])  # 3

**NOTE** Strings are compared against zero-length empty string "". Any string with a size greater than zero is already considered as nonzero.

#### For example:

x = tf.constant(["", "a", "  ", "b", ""])  
tf.math.count\_nonzero(x) # 3, with "a", "  ", and "b" as nonzero strings.

#### Args:

**input\_tensor**: The tensor to reduce. Should be of numeric type, bool, orstring.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**dtype**: The output dtype; defaults to [tf.int64](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int64).

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

**input**: Overrides input\_tensor. For compatibility.

#### Returns:

The reduced tensor (number of nonzero values).

# tf.compat.v1.count\_up\_to

Increments 'ref' until it reaches 'limit'. (deprecated)

tf.compat.v1.count\_up\_to(  
    ref,  
    limit,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Prefer Dataset.range instead.

#### Args:

**ref**: A Variable. Must be one of the following types: int32, int64. Should be from a scalar Variable node.

**limit**: An int. If incrementing ref would bring it above limit, instead generates an 'OutOfRange' error.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as ref. A copy of the input before increment. If nothing else modifies the input, the values produced will all be distinct.

# tf.compat.v1.create\_partitioned\_variables

Create a list of partitioned variables according to the given slicing. (deprecated)

tf.compat.v1.create\_partitioned\_variables(  
    shape,  
    slicing,  
    initializer,  
    dtype=tf.dtypes.float32,  
    trainable=True,  
    collections=None,  
    name=None,  
    reuse=None  
)

Defined in [python/ops/partitioned\_variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/partitioned_variables.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use **tf.get\_variable** with a partitioner set.

Currently only one dimension of the full variable can be sliced, and the full variable can be reconstructed by the concatenation of the returned list along that dimension.

#### Args:

**shape**: List of integers. The shape of the full variable.

**slicing**: List of integers. How to partition the variable. Must be of the same length as shape. Each value indicate how many slices to create in the corresponding dimension. Presently only one of the values can be more than 1; that is, the variable can only be sliced along one dimension.

For convenience, The requested number of partitions does not have to divide the corresponding dimension evenly. If it does not, the shapes of the partitions are incremented by 1 starting from partition 0 until all slack is absorbed. The adjustment rules may change in the future, but as you can save/restore these variables with different slicing specifications this should not be a problem.

**initializer**: A Tensor of shape shape or a variable initializer function. If a function, it will be called once for each slice, passing the shape and data type of the slice as parameters. The function must return a tensor with the same shape as the slice.

**dtype**: Type of the variables. Ignored if initializer is a Tensor.

**trainable**: If True also add all the variables to the graph collectionGraphKeys.TRAINABLE\_VARIABLES.

**collections**: List of graph collections keys to add the variables to. Defaults to [GraphKeys.GLOBAL\_VARIABLES].

**name**: Optional name for the full variable. Defaults to"PartitionedVariable" and gets uniquified automatically.

**reuse**: Boolean or None; if True and name is set, it would reuse previously created variables. if False it will create new variables. if None, it would inherit the parent scope reuse.

#### Returns:

A list of Variables corresponding to the slicing.

#### Raises:

**ValueError**: If any of the arguments is malformed.

# tf.compat.v1.decode\_csv

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/decode_csv#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/decode_csv#aliases)

Convert CSV records to tensors. Each column maps to one tensor.

### Aliases:

tf.compat.v1.decode\_csv

tf.compat.v1.io.decode\_csv

tf.compat.v1.decode\_csv(  
    records,  
    record\_defaults,  
    field\_delim=',',  
    use\_quote\_delim=True,  
    name=None,  
    na\_value='',  
    select\_cols=None  
)

Defined in [python/ops/parsing\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/parsing_ops.py).

RFC 4180 format is expected for the CSV records. (https://tools.ietf.org/html/rfc4180) Note that we allow leading and trailing spaces with int or float field.

#### Args:

**records**: A Tensor of type string. Each string is a record/row in the csv and all records should have the same format.

**record\_defaults**: A list of Tensor objects with specific types. Acceptable types are float32, float64, int32, int64, string. One tensor per column of the input record, with either a scalar default value for that column or an empty vector if the column is required.

**field\_delim**: An optional string. Defaults to ",". char delimiter to separate fields in a record.

**use\_quote\_delim**: An optional bool. Defaults to True. If false, treats double quotation marks as regular characters inside of the string fields (ignoring RFC 4180, Section 2, Bullet 5).

**name**: A name for the operation (optional).

**na\_value**: Additional string to recognize as NA/NaN.

**select\_cols**: Optional sorted list of column indices to select. If specified, only this subset of columns will be parsed and returned.

#### Returns:

A list of Tensor objects. Has the same type as record\_defaults. Each tensor will have the same shape as records.

#### Raises:

**ValueError**: If any of the arguments is malformed.

# tf.compat.v1.decode\_raw
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/decode_raw#aliases)

Convert raw byte strings into tensors. (deprecated arguments)

### Aliases:

tf.compat.v1.decode\_raw

tf.compat.v1.io.decode\_raw

tf.compat.v1.decode\_raw(  
    input\_bytes=None,  
    out\_type=None,  
    little\_endian=True,  
    name=None,  
    bytes=None  
)

Defined in [python/ops/parsing\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/parsing_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(bytes)**. They will be removed in a future version. Instructions for updating: bytes is deprecated, use input\_bytes instead

#### Args:

**input\_bytes**: Each element of the input Tensor is converted to an array of bytes.

**out\_type**: DType of the output. Acceptable types are half, float, double, int32, uint16, uint8, int16, int8, int64.

**little\_endian**: Whether the input\_bytes data is in little-endian format. Data will be converted into host byte order if necessary.

**name**: A name for the operation (optional).

**bytes**: Deprecated parameter. Use input\_bytes instead.

#### Returns:

A Tensor object storing the decoded bytes.

# tf.compat.v1.delete\_session\_tensor

Delete the tensor for the given tensor handle.

tf.compat.v1.delete\_session\_tensor(  
    handle,  
    name=None  
)

Defined in [python/ops/session\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/session_ops.py).

This is EXPERIMENTAL and subject to change.

Delete the tensor of a given tensor handle. The tensor is produced in a previous run() and stored in the state of the session.

#### Args:

**handle**: The string representation of a persistent tensor handle.

**name**: Optional name prefix for the return tensor.

#### Returns:

A pair of graph elements. The first is a placeholder for feeding a tensor handle and the second is a deletion operation.

# tf.compat.v1.depth\_to\_space
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/depth_to_space#aliases)

DepthToSpace for tensors of type T.

### Aliases:

tf.compat.v1.depth\_to\_space

tf.compat.v1.nn.depth\_to\_space

tf.compat.v1.depth\_to\_space(  
    input,  
    block\_size,  
    name=None,  
    data\_format='NHWC'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Rearranges data from depth into blocks of spatial data. This is the reverse transformation of SpaceToDepth. More specifically, this op outputs a copy of the input tensor where values from the depth dimension are moved in spatial blocks to the height and width dimensions. The attr block\_size indicates the input block size and how the data is moved.

Chunks of data of size block\_size \* block\_size from depth are rearranged into non-overlapping blocks of size block\_size x block\_size

The width the output tensor is input\_depth \* block\_size, whereas the height is input\_height \* block\_size.

The Y, X coordinates within each block of the output image are determined by the high order component of the input channel index.

The depth of the input tensor must be divisible by block\_size \* block\_size.

The data\_format attr specifies the layout of the input and output tensors with the following options: "NHWC": [ batch, height, width, channels ] "NCHW": [ batch, channels, height, width ] "NCHW\_VECT\_C": qint8 [ batch, channels / 4, height, width, 4 ]

It is useful to consider the operation as transforming a 6-D Tensor. e.g. for data\_format = NHWC, Each element in the input tensor can be specified via 6 coordinates, ordered by decreasing memory layout significance as: n,iY,iX,bY,bX,oC (where n=batch index, iX, iY means X or Y coordinates within the input image, bX, bY means coordinates within the output block, oC means output channels). The output would be the input transposed to the following layout: n,iY,bY,iX,bX,oC

This operation is useful for resizing the activations between convolutions (but keeping all data), e.g. instead of pooling. It is also useful for training purely convolutional models.

For example, given an input of shape [1, 1, 1, 4], data\_format = "NHWC" and block\_size = 2:

x = [[[[1, 2, 3, 4]]]]

This operation will output a tensor of shape [1, 2, 2, 1]:

   [[[[1], [2]],  
     [[3], [4]]]]

Here, the input has a batch of 1 and each batch element has shape [1, 1, 4], the corresponding output will have 2x2 elements and will have a depth of 1 channel (1 = 4 / (block\_size \* block\_size)). The output element shape is [2, 2, 1].

For an input tensor with larger depth, here of shape [1, 1, 1, 12], e.g.

x = [[[[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]]]]

This operation, for block size of 2, will return the following tensor of shape [1, 2, 2, 3]

   [[[[1, 2, 3], [4, 5, 6]],  
     [[7, 8, 9], [10, 11, 12]]]]

Similarly, for the following input of shape [1 2 2 4], and a block size of 2:

x =  [[[[1, 2, 3, 4],  
       [5, 6, 7, 8]],  
      [[9, 10, 11, 12],  
       [13, 14, 15, 16]]]]

the operator will return the following tensor of shape [1 4 4 1]:

x = [[[ [1],   [2],  [5],  [6]],  
      [ [3],   [4],  [7],  [8]],  
      [ [9],  [10], [13],  [14]],  
      [ [11], [12], [15],  [16]]]]

#### Args:

**input**: A Tensor.

**block\_size**: An int that is >= 2. The size of the spatial block, same as in Space2Depth.

**data\_format**: An optional string from: "NHWC", "NCHW", "NCHW\_VECT\_C". Defaults to "NHWC".

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.compat.v1.device

Wrapper for Graph.device() using the default graph.

tf.compat.v1.device(device\_name\_or\_function)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.device](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#device) for more details.

#### Args:

**device\_name\_or\_function**: The device name or function to use in the context.

#### Returns:

A context manager that specifies the default device to use for newly created ops.

#### Raises:

**RuntimeError**: If eager execution is enabled and a function is passed in.

# tf.compat.v1.DeviceSpec
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[Class DeviceSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/DeviceSpec#class_devicespec)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/DeviceSpec#__init__)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/DeviceSpec#properties)

[device\_index](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/DeviceSpec#device_index)

## Class DeviceSpec

Represents a (possibly partial) specification for a TensorFlow device.

Inherits From: [DeviceSpec](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/DeviceSpec)

Defined in [python/framework/device\_spec.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/device_spec.py).

DeviceSpecs are used throughout TensorFlow to describe where state is stored and computations occur. Using DeviceSpec allows you to parse device spec strings to verify their validity, merge them or compose them programmatically.

#### Example:

# Place the operations on device "GPU:0" in the "ps" job.  
device\_spec = DeviceSpec(job="ps", device\_type="GPU", device\_index=0)  
with tf.device(device\_spec):  
  # Both my\_var and squared\_var will be placed on /job:ps/device:GPU:0.  
  my\_var = tf.Variable(..., name="my\_variable")  
  squared\_var = tf.square(my\_var)

If a DeviceSpec is partially specified, it will be merged with other DeviceSpecs according to the scope in which it is defined. DeviceSpec components defined in inner scopes take precedence over those defined in outer scopes.

with tf.device(DeviceSpec(job="train", )):  
  with tf.device(DeviceSpec(job="ps", device\_type="GPU", device\_index=0):  
    # Nodes created here will be assigned to /job:ps/device:GPU:0.  
  with tf.device(DeviceSpec(device\_type="GPU", device\_index=1):  
    # Nodes created here will be assigned to /job:train/device:GPU:1.

A DeviceSpec consists of 5 components -- each of which is optionally specified:

Job: The job name.

Replica: The replica index.

Task: The task index.

Device type: The device type string (e.g. "CPU" or "GPU").

Device index: The device index.

## \_\_init\_\_

\_\_init\_\_(  
    job=None,  
    replica=None,  
    task=None,  
    device\_type=None,  
    device\_index=None  
)

Create a new DeviceSpec object.

#### Args:

**job**: string. Optional job name.

**replica**: int. Optional replica index.

**task**: int. Optional task index.

**device\_type**: Optional device type string (e.g. "CPU" or "GPU")

**device\_index**: int. Optional device index. If left unspecified, device represents 'any' device\_index.

## Properties

### device\_index

### device\_type

### job

### replica

### task

## Methods

### \_\_eq\_\_

\_\_eq\_\_(other)

Checks if the other DeviceSpec is same as the current instance, eg have

same value for all the internal fields.

#### Args:

**other**: Another DeviceSpec

#### Returns:

Return True if other is also a DeviceSpec instance and has same value as the current instance. Return False otherwise.

### from\_string

from\_string(  
    cls,  
    spec  
)

Construct a DeviceSpec from a string.

#### Args:

**spec**: a string of the form /job:/replica:/task:/device:CPU: or /job:/replica:/task:/device:GPU: as cpu and gpu are mutually exclusive. All entries are optional.

#### Returns:

A DeviceSpec.

### make\_merged\_spec

make\_merged\_spec(dev)

Returns a new DeviceSpec which incorporates dev.

When combining specs, dev will take precidence over the current spec. So for instance:

first\_spec = tf.DeviceSpec(job=0, device\_type="CPU")  
second\_spec = tf.DeviceSpec(device\_type="GPU")  
combined\_spec = first\_spec.make\_merged\_spec(second\_spec)

is equivalent to:

combined\_spec = tf.DeviceSpec(job=0, device\_type="GPU")

#### Args:

**dev**: a DeviceSpec

#### Returns:

A new DeviceSpec which combines self and dev

### merge\_from

merge\_from(dev)

Merge the properties of "dev" into this DeviceSpec.

**Note:** Will be removed in TensorFlow 2.x since DeviceSpecs will become immutable.

#### Args:

**dev**: a DeviceSpec.

### parse\_from\_string

parse\_from\_string(spec)

Parse a DeviceSpec name into its components.

2.x behavior change: In TensorFlow 1.x, this function mutates its own state and returns itself. In 2.x, DeviceSpecs are immutable, and this function will return a DeviceSpec which contains the spec.

Recommended:

```  
# my\_spec and my\_updated\_spec are unrelated.  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_updated\_spec = tf.DeviceSpec.from\_string("/GPU:0")  
with tf.device(my\_updated\_spec):  
  ...  
```

Will work in 1.x and 2.x (though deprecated in 2.x):

```  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_updated\_spec = my\_spec.parse\_from\_string("/GPU:0")  
with tf.device(my\_updated\_spec):  
  ...  
```

Will NOT work in 2.x:

```  
my\_spec = tf.DeviceSpec.from\_string("/CPU:0")  
my\_spec.parse\_from\_string("/GPU:0")  # <== Will not update my\_spec  
with tf.device(my\_spec):  
  ...  
```

In general, DeviceSpec.from\_string should completely replaceDeviceSpec.parse\_from\_string, and DeviceSpec.replace should completely replace setting attributes directly.

#### Args:

**spec**: an optional string of the form /job:/replica:/task:/device:CPU: or /job:/replica:/task:/device:GPU: as cpu and gpu are mutually exclusive. All entries are optional.

#### Returns:

The DeviceSpec.

#### Raises:

**ValueError**: if the spec was not valid.

### replace

replace(\*\*kwargs)

Convenience method for making a new DeviceSpec by overriding fields.

#### For instance:

my\_spec = DeviceSpec=(job="my\_job", device="CPU")  
my\_updated\_spec = my\_spec.replace(device="GPU")  
my\_other\_spec = my\_spec.replace(device=None)

#### Args:

**\*\*kwargs**: This method takes the same args as the DeviceSpec constructor

#### Returns:

A DeviceSpec with the fields specified in kwargs overridden.

### to\_string

to\_string()

Return a string representation of this DeviceSpec.

#### Returns:

a string of the form /job:/replica:/task:/device::.

# tf.compat.v1.Dimension
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## Class Dimension

Represents the value of one dimension in a TensorShape.

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

## \_\_init\_\_

\_\_init\_\_(value)

Creates a new Dimension with the given value.

## Properties

### value

The value of this dimension, or None if it is unknown.

## Methods

### \_\_add\_\_

\_\_add\_\_(other)

Returns the sum of self and other.

Dimensions are summed as follows:

tf.compat.v1.Dimension(m)    + tf.compat.v1.Dimension(n)     ==  
tf.compat.v1.Dimension(m + n)  
tf.compat.v1.Dimension(m)    + tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) + tf.compat.v1.Dimension(n)     # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) + tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the sum of self and other.

### \_\_div\_\_

\_\_div\_\_(other)

DEPRECATED: Use \_\_floordiv\_\_ via x // y instead.

This function exists only for backwards compatibility purposes; new code should use \_\_floordiv\_\_ via the syntax x // y. Using x // y communicates clearly that the result rounds down, and is forward compatible to Python 3.

#### Args:

**other**: Another Dimension.

#### Returns:

A Dimension whose value is the integer quotient of self and other.

### \_\_eq\_\_

\_\_eq\_\_(other)

Returns true if other has the same known value as this Dimension.

### \_\_floordiv\_\_

\_\_floordiv\_\_(other)

Returns the quotient of self and other rounded down.

Dimensions are divided as follows:

tf.compat.v1.Dimension(m)    // tf.compat.v1.Dimension(n)     ==  
tf.compat.v1.Dimension(m // n)  
tf.compat.v1.Dimension(m)    // tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) // tf.compat.v1.Dimension(n)     # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) // tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the integer quotient of self and other.

### \_\_ge\_\_

\_\_ge\_\_(other)

Returns True if self is known to be greater than or equal to other.

Dimensions are compared as follows:

(tf.compat.v1.Dimension(m)    >= tf.compat.v1.Dimension(n))    == (m >= n)  
(tf.compat.v1.Dimension(m)    >= tf.compat.v1.Dimension(None)) == None  
(tf.compat.v1.Dimension(None) >= tf.compat.v1.Dimension(n))    == None  
(tf.compat.v1.Dimension(None) >= tf.compat.v1.Dimension(None)) == None

#### Args:

**other**: Another Dimension.

#### Returns:

The value of self.value >= other.value if both are known, otherwise None.

### \_\_gt\_\_

\_\_gt\_\_(other)

Returns True if self is known to be greater than other.

Dimensions are compared as follows:

(tf.compat.v1.Dimension(m)    > tf.compat.v1.Dimension(n))    == (m > n)  
(tf.compat.v1.Dimension(m)    > tf.compat.v1.Dimension(None)) == None  
(tf.compat.v1.Dimension(None) > tf.compat.v1.Dimension(n))    == None  
(tf.compat.v1.Dimension(None) > tf.compat.v1.Dimension(None)) == None

#### Args:

**other**: Another Dimension.

#### Returns:

The value of self.value > other.value if both are known, otherwise None.

### \_\_le\_\_

\_\_le\_\_(other)

Returns True if self is known to be less than or equal to other.

Dimensions are compared as follows:

(tf.compat.v1.Dimension(m)    <= tf.compat.v1.Dimension(n))    == (m <= n)  
(tf.compat.v1.Dimension(m)    <= tf.compat.v1.Dimension(None)) == None  
(tf.compat.v1.Dimension(None) <= tf.compat.v1.Dimension(n))    == None  
(tf.compat.v1.Dimension(None) <= tf.compat.v1.Dimension(None)) == None

#### Args:

**other**: Another Dimension.

#### Returns:

The value of self.value <= other.value if both are known, otherwise None.

### \_\_lt\_\_

\_\_lt\_\_(other)

Returns True if self is known to be less than other.

Dimensions are compared as follows:

(tf.compat.v1.Dimension(m)    < tf.compat.v1.Dimension(n))    == (m < n)  
(tf.compat.v1.Dimension(m)    < tf.compat.v1.Dimension(None)) == None  
(tf.compat.v1.Dimension(None) < tf.compat.v1.Dimension(n))    == None  
(tf.compat.v1.Dimension(None) < tf.compat.v1.Dimension(None)) == None

#### Args:

**other**: Another Dimension.

#### Returns:

The value of self.value < other.value if both are known, otherwise None.

### \_\_mod\_\_

\_\_mod\_\_(other)

Returns self modulo other.

Dimension moduli are computed as follows:

tf.compat.v1.Dimension(m)    % tf.compat.v1.Dimension(n)     ==  
tf.compat.v1.Dimension(m % n)  
tf.compat.v1.Dimension(m)    % tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) % tf.compat.v1.Dimension(n)     # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) % tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is self modulo other.

### \_\_mul\_\_

\_\_mul\_\_(other)

Returns the product of self and other.

Dimensions are summed as follows:

tf.compat.v1.Dimension(m)    \* tf.compat.v1.Dimension(n)     ==  
tf.compat.v1.Dimension(m \* n)  
tf.compat.v1.Dimension(m)    \* tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) \* tf.compat.v1.Dimension(n)     # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) \* tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the product of self and other.

### \_\_ne\_\_

\_\_ne\_\_(other)

Returns true if other has a different known value from self.

### \_\_radd\_\_

\_\_radd\_\_(other)

Returns the sum of other and self.

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the sum of self and other.

### \_\_rdiv\_\_

\_\_rdiv\_\_(other)

Use \_\_floordiv\_\_ via x // y instead.

This function exists only to have a better error message. Instead of: TypeError: unsupported operand type(s) for /: 'int' and 'Dimension', this function will explicitly call for usage of // instead.

#### Args:

**other**: Another Dimension.

#### Raises:

TypeError.

### \_\_rfloordiv\_\_

\_\_rfloordiv\_\_(other)

Returns the quotient of other and self rounded down.

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the integer quotient of self and other.

### \_\_rmod\_\_

\_\_rmod\_\_(other)

Returns other modulo self.

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is other modulo self.

### \_\_rmul\_\_

\_\_rmul\_\_(other)

Returns the product of self and other.

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the product of self and other.

### \_\_rsub\_\_

\_\_rsub\_\_(other)

Returns the subtraction of self from other.

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the subtraction of self from other.

### \_\_rtruediv\_\_

\_\_rtruediv\_\_(other)

Use \_\_floordiv\_\_ via x // y instead.

This function exists only to have a better error message. Instead of: TypeError: unsupported operand type(s) for /: 'int' and 'Dimension', this function will explicitly call for usage of // instead.

#### Args:

**other**: Another Dimension.

#### Raises:

TypeError.

### \_\_sub\_\_

\_\_sub\_\_(other)

Returns the subtraction of other from self.

Dimensions are subtracted as follows:

tf.compat.v1.Dimension(m)    - tf.compat.v1.Dimension(n)     ==  
tf.compat.v1.Dimension(m - n)  
tf.compat.v1.Dimension(m)    - tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) - tf.compat.v1.Dimension(n)     # equiv. to  
tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None) - tf.compat.v1.Dimension(None)  # equiv. to  
tf.compat.v1.Dimension(None)

#### Args:

**other**: Another Dimension, or a value accepted by as\_dimension.

#### Returns:

A Dimension whose value is the subtraction of other from self.

### \_\_truediv\_\_

\_\_truediv\_\_(other)

Use \_\_floordiv\_\_ via x // y instead.

This function exists only to have a better error message. Instead of: TypeError: unsupported operand type(s) for /: 'Dimension' and 'int', this function will explicitly call for usage of // instead.

#### Args:

**other**: Another Dimension.

#### Raises:

TypeError.

### assert\_is\_compatible\_with

assert\_is\_compatible\_with(other)

Raises an exception if other is not compatible with this Dimension.

#### Args:

**other**: Another Dimension.

#### Raises:

**ValueError**: If self and other are not compatible (see is\_compatible\_with).

### is\_compatible\_with

is\_compatible\_with(other)

Returns true if other is compatible with this Dimension.

Two known Dimensions are compatible if they have the same value. An unknown Dimension is compatible with all other Dimensions.

#### Args:

**other**: Another Dimension.

#### Returns:

True if this Dimension and other are compatible.

### merge\_with

merge\_with(other)

Returns a Dimension that combines the information in self and other.

Dimensions are combined as follows:

tf.compat.v1.Dimension(n)   .merge\_with(tf.compat.v1.Dimension(n))     ==  
tf.compat.v1.Dimension(n)  
tf.compat.v1.Dimension(n)   .merge\_with(tf.compat.v1.Dimension(None))  ==  
tf.compat.v1.Dimension(n)  
tf.compat.v1.Dimension(None).merge\_with(tf.compat.v1.Dimension(n))     ==  
tf.compat.v1.Dimension(n)  
# equivalent to tf.compat.v1.Dimension(None)  
tf.compat.v1.Dimension(None).merge\_with(tf.compat.v1.Dimension(None))  
  
# raises ValueError for n != m  
tf.compat.v1.Dimension(n)   .merge\_with(tf.compat.v1.Dimension(m))

#### Args:

**other**: Another Dimension.

#### Returns:

A Dimension containing the combined information of self and other.

#### Raises:

**ValueError**: If self and other are not compatible (see is\_compatible\_with).

# tf.compat.v1.disable\_control\_flow\_v2

Opts out of control flow v2.

tf.compat.v1.disable\_control\_flow\_v2()

Defined in [python/ops/control\_flow\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_util.py).

If your code needs tf.disable\_control\_flow\_v2() to be called to work properly please file a bug.

# tf.compat.v1.disable\_eager\_execution

Disables eager execution.

tf.compat.v1.disable\_eager\_execution()

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

This function can only be called before any Graphs, Ops, or Tensors have been created. It can be used at the beginning of the program for complex migration projects from TensorFlow 1.x to 2.x.

tf.compat.v1.disable\_resource\_variables

Opts out of resource variables. (deprecated)

tf.compat.v1.disable\_resource\_variables()

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: non-resource variables are not supported in the long term

If your code needs tf.disable\_resource\_variables() to be called to work properly please file a bug.

# tf.compat.v1.disable\_v2\_behavior

Disables TensorFlow 2.x behaviors.

tf.compat.v1.disable\_v2\_behavior()

Defined in [python/compat/v2\_compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/compat/v2_compat.py).

This function can be called at the beginning of the program (before Tensors,Graphs or other structures have been created, and before devices have been initialized. It switches all global behaviors that are different between TensorFlow 1.x and 2.x to behave as intended for 1.x.

User can call this function to disable 2.x behavior during complex migrations.

# tf.compat.v1.disable\_v2\_tensorshape

Disables the V2 TensorShape behavior and reverts to V1 behavior.

tf.compat.v1.disable\_v2\_tensorshape()

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

See docstring for enable\_v2\_tensorshape for details about the new behavior.

# tf.compat.v1.enable\_control\_flow\_v2

Use control flow v2.

tf.compat.v1.enable\_control\_flow\_v2()

Defined in [python/ops/control\_flow\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_util.py).

control flow v2 (cfv2) is an improved version of control flow in TensorFlow with support for higher order derivatives. Enabling cfv2 will change the graph/function representation of control flow, e.g., [tf.while\_loop](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/while_loop) and [tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) will generate functional While and If ops instead of low-level Switch, Merge etc. ops. Note: Importing and running graphs exported with old control flow will still be supported.

Calling tf.enable\_control\_flow\_v2() lets you opt-in to this TensorFlow 2.0 feature.

# tf.compat.v1.enable\_eager\_execution

Enables eager execution for the lifetime of this program.

tf.compat.v1.enable\_eager\_execution(  
    config=None,  
    device\_policy=None,  
    execution\_mode=None  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

Eager execution provides an imperative interface to TensorFlow. With eager execution enabled, TensorFlow functions execute operations immediately (as opposed to adding to a graph to be executed later in a [tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session)) and return concrete values (as opposed to symbolic references to a node in a computational graph).

#### For example:

tf.compat.v1.enable\_eager\_execution()  
  
# After eager execution is enabled, operations are executed as they are  
# defined and Tensor objects hold concrete values, which can be accessed as  
# numpy.ndarray`s through the numpy() method.  
assert tf.multiply(6, 7).numpy() == 42

Eager execution cannot be enabled after TensorFlow APIs have been used to create or execute graphs. It is typically recommended to invoke this function at program startup and not in a library (as most libraries should be usable both with and without eager execution).

#### Args:

**config**: (Optional.) A [tf.compat.v1.ConfigProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto) to use to configure the environment in which operations are executed. Note that[tf.compat.v1.ConfigProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto) is also used to configure graph execution (via[tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session)) and many options within [tf.compat.v1.ConfigProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConfigProto) are not implemented (or are irrelevant) when eager execution is enabled.

**device\_policy**: (Optional.) Policy controlling how operations requiring inputs on a specific device (e.g., a GPU 0) handle inputs on a different device (e.g. GPU 1 or CPU). When set to None, an appropriate value will be picked automatically. The value picked may change between TensorFlow releases. Valid values:

tf.contrib.eager.DEVICE\_PLACEMENT\_EXPLICIT: raises an error if the placement is not correct.

tf.contrib.eager.DEVICE\_PLACEMENT\_WARN: copies the tensors which are not on the right device but logs a warning.

tf.contrib.eager.DEVICE\_PLACEMENT\_SILENT: silently copies the tensors. Note that this may hide performance problems as there is no notification provided when operations are blocked on the tensor being copied between devices.

tf.contrib.eager.DEVICE\_PLACEMENT\_SILENT\_FOR\_INT32: silently copies int32 tensors, raising errors on the other ones.

**execution\_mode**: (Optional.) Policy controlling how operations dispatched are actually executed. When set to None, an appropriate value will be picked automatically. The value picked may change between TensorFlow releases. Valid values:

tf.contrib.eager.SYNC: executes each operation synchronously.

tf.contrib.eager.ASYNC: executes each operation asynchronously. These operations may return "non-ready" handles.

#### Raises:

**ValueError**: If eager execution is enabled after creating/executing a TensorFlow graph, or if options provided conflict with a previous call to this function.

# tf.compat.v1.enable\_resource\_variables

Creates resource variables by default.

tf.compat.v1.enable\_resource\_variables()

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

Resource variables are improved versions of TensorFlow variables with a well-defined memory model. Accessing a resource variable reads its value, and all ops which access a specific read value of the variable are guaranteed to see the same value for that tensor. Writes which happen after a read (by having a control or data dependency on the read) are guaranteed not to affect the value of the read tensor, and similarly writes which happen before a read are guaranteed to affect the value. No guarantees are made about unordered read/write pairs.

Calling tf.enable\_resource\_variables() lets you opt-in to this TensorFlow 2.0 feature.

# tf.compat.v1.enable\_v2\_behavior

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_v2_behavior#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/enable_v2_behavior#aliases)

Enables TensorFlow 2.x behaviors.

### Aliases:

tf.compat.v1.enable\_v2\_behavior

tf.compat.v2.enable\_v2\_behavior

tf.compat.v1.enable\_v2\_behavior()

Defined in [python/compat/v2\_compat.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/compat/v2_compat.py).

This function can be called at the beginning of the program (before Tensors,Graphs or other structures have been created, and before devices have been initialized. It switches all global behaviors that are different between TensorFlow 1.x and 2.x to behave as intended for 2.x.

This function is called in the main TensorFlow \_\_init\_\_.py file, user should not need to call it, except during complex migrations.

# tf.compat.v1.enable\_v2\_tensorshape

In TensorFlow 2.0, iterating over a TensorShape instance returns values.

tf.compat.v1.enable\_v2\_tensorshape()

Defined in [python/framework/tensor\_shape.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_shape.py).

This enables the new behavior.

Concretely, tensor\_shape[i] returned a Dimension instance in V1, but it V2 it returns either an integer, or None.

#### Examples:

#######################  
# If you had this in V1:  
value = tensor\_shape[i].value  
  
# Do this in V2 instead:  
value = tensor\_shape[i]  
  
#######################  
# If you had this in V1:  
for dim in tensor\_shape:  
  value = dim.value  
  print(value)  
  
# Do this in V2 instead:  
for value in tensor\_shape:  
  print(value)  
  
#######################  
# If you had this in V1:  
dim = tensor\_shape[i]  
dim.assert\_is\_compatible\_with(other\_shape)  # or using any other shape method  
  
# Do this in V2 instead:  
if tensor\_shape.rank is None:  
  dim = Dimension(None)  
else:  
  dim = tensor\_shape.dims[i]  
dim.assert\_is\_compatible\_with(other\_shape)  # or using any other shape method  
  
# The V2 suggestion above is more explicit, which will save you from  
# the following trap (present in V1):  
# you might do in-place modifications to `dim` and expect them to be reflected  
# in `tensor\_shape[i]`, but they would not be.

# tf.compat.v1.Event

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event#top_of_page)

[Class Event](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event#class_event)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event#aliases)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event#properties)

[file\_version](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Event#file_version)

## Class Event

### Aliases:

Class tf.compat.v1.Event

Class tf.compat.v1.summary.Event

Defined in [core/util/event.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/util/event.proto).

## Properties

### file\_version

string file\_version

### graph\_def

bytes graph\_def

### log\_message

LogMessage log\_message

### meta\_graph\_def

bytes meta\_graph\_def

### session\_log

SessionLog session\_log

### step

int64 step

### summary

Summary summary

### tagged\_run\_metadata

TaggedRunMetadata tagged\_run\_metadata

### wall\_time

double wall\_time

# tf.compat.v1.expand\_dims

Inserts a dimension of 1 into a tensor's shape. (deprecated arguments)

tf.compat.v1.expand\_dims(  
    input,  
    axis=None,  
    name=None,  
    dim=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dim)**. They will be removed in a future version. Instructions for updating: Use the **axis** argument instead

Given a tensor input, this operation inserts a dimension of 1 at the dimension index axis of input's shape. The dimension index axis starts at zero; if you specify a negative number for axis it is counted backward from the end.

This operation is useful if you want to add a batch dimension to a single element. For example, if you have a single image of shape [height, width, channels], you can make it a batch of 1 image with expand\_dims(image, 0), which will make the shape [1, height, width, channels].

#### Other examples:

# 't' is a tensor of shape [2]  
tf.shape(tf.expand\_dims(t, 0))  # [1, 2]  
tf.shape(tf.expand\_dims(t, 1))  # [2, 1]  
tf.shape(tf.expand\_dims(t, -1))  # [2, 1]  
  
# 't2' is a tensor of shape [2, 3, 5]  
tf.shape(tf.expand\_dims(t2, 0))  # [1, 2, 3, 5]  
tf.shape(tf.expand\_dims(t2, 2))  # [2, 3, 1, 5]  
tf.shape(tf.expand\_dims(t2, 3))  # [2, 3, 5, 1]

This operation requires that:

-1-input.dims() <= dim <= input.dims()

This operation is related to squeeze(), which removes dimensions of size 1.

#### Args:

**input**: A Tensor.

**axis**: 0-D (scalar). Specifies the dimension index at which to expand the shape of input. Must be in the range [-rank(input) - 1, rank(input)].

**name**: The name of the output Tensor (optional).

**dim**: 0-D (scalar). Equivalent to axis, to be deprecated.

#### Returns:

A Tensor with the same data as input, but its shape has an additional dimension of size 1 added.

#### Raises:

**ValueError**: if either both or neither of dim and axis are specified.

# tf.compat.v1.extract\_image\_patches

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/extract_image_patches#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/extract_image_patches#aliases)

Extract patches from images and put them in the "depth" output dimension.

### Aliases:

tf.compat.v1.extract\_image\_patches

tf.compat.v1.image.extract\_image\_patches

tf.compat.v1.extract\_image\_patches(  
    images,  
    ksizes=None,  
    strides=None,  
    rates=None,  
    padding=None,  
    name=None,  
    sizes=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

#### Args:

**images**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64. 4-D Tensor with shape [batch, in\_rows, in\_cols, depth].

**ksizes**: A list of ints that has length >= 4. The size of the sliding window for each dimension of images.

**strides**: A list of ints that has length >= 4. 1-D of length 4. How far the centers of two consecutive patches are in the images. Must be: [1, stride\_rows, stride\_cols, 1].

**rates**: A list of ints that has length >= 4. 1-D of length 4. Must be: [1, rate\_rows, rate\_cols, 1]. This is the input stride, specifying how far two consecutive patch samples are in the input. Equivalent to extracting patches with patch\_sizes\_eff = patch\_sizes + (patch\_sizes - 1) \* (rates - 1), followed by subsampling them spatially by a factor of rates. This is equivalent to rate in dilated (a.k.a. Atrous) convolutions.

**padding**: A string from: "SAME", "VALID". The type of padding algorithm to use.

We specify the size-related attributes as:

      ksizes = [1, ksize\_rows, ksize\_cols, 1]  
      strides = [1, strides\_rows, strides\_cols, 1]  
      rates = [1, rates\_rows, rates\_cols, 1]

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as images.

# tf.compat.v1.FixedLengthRecordReader
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/FixedLengthRecordReader#properties)
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## Class FixedLengthRecordReader

A Reader that outputs fixed-length records from a file.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(  
    record\_bytes,  
    header\_bytes=None,  
    footer\_bytes=None,  
    hop\_bytes=None,  
    name=None,  
    encoding=None  
)

Create a FixedLengthRecordReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use [**tf.data.FixedLengthRecordDataset**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data/FixedLengthRecordDataset).

#### Args:

**record\_bytes**: An int.

**header\_bytes**: An optional int. Defaults to 0.

**footer\_bytes**: An optional int. Defaults to 0.

**hop\_bytes**: An optional int. Defaults to 0.

**name**: A name for the operation (optional).

**encoding**: The type of encoding for the file. Defaults to none.

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.fixed\_size\_partitioner

Partitioner to specify a fixed number of shards along given axis.

tf.compat.v1.fixed\_size\_partitioner(  
    num\_shards,  
    axis=0  
)

Defined in [python/ops/partitioned\_variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/partitioned_variables.py).

#### Args:

**num\_shards**: int, number of shards to partition variable.

**axis**: int, axis to partition on.

#### Returns:

A partition function usable as the partitioner argument to variable\_scope and get\_variable.

# tf.compat.v1.floor\_div

Returns x // y element-wise.

tf.compat.v1.floor\_div(  
    x,  
    y,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

NOTE: floor\_div supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

# tf.compat.v1.gather

Gather slices from params axis axis according to indices.

tf.compat.v1.gather(  
    params,  
    indices,  
    validate\_indices=None,  
    name=None,  
    axis=None,  
    batch\_dims=0  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

indices must be an integer tensor of any dimension (usually 0-D or 1-D). Produces an output tensor with shape params.shape[:axis] + indices.shape + params.shape[axis + 1:] where:

    # Scalar indices (output is rank(params) - 1).  
    output[a\_0, ..., a\_n, b\_0, ..., b\_n] =  
      params[a\_0, ..., a\_n, indices, b\_0, ..., b\_n]  
  
    # Vector indices (output is rank(params)).  
    output[a\_0, ..., a\_n, i, b\_0, ..., b\_n] =  
      params[a\_0, ..., a\_n, indices[i], b\_0, ..., b\_n]  
  
    # Higher rank indices (output is rank(params) + rank(indices) - 1).  
    output[a\_0, ..., a\_n, i, ..., j, b\_0, ... b\_n] =  
      params[a\_0, ..., a\_n, indices[i, ..., j], b\_0, ..., b\_n]
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Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, a 0 is stored in the corresponding output value.

See also tf.batch\_gather and [tf.gather\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd).

#### Args:

**params**: A Tensor. The tensor from which to gather values. Must be at least rank axis + 1.

**indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor. Must be in range [0, params.shape[axis]).

**axis**: A Tensor. Must be one of the following types: int32, int64. The axis in params to gather indices from. Defaults to the first dimension. Supports negative indexes.

**batch\_dims**: An optional int. Defaults to 0.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as params.

# tf.compat.v1.gather\_nd

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gather_nd#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gather_nd#aliases)

Gather slices from params into a Tensor with shape specified by indices.

### Aliases:

tf.compat.v1.gather\_nd

tf.compat.v1.manip.gather\_nd

tf.compat.v1.gather\_nd(  
    params,  
    indices,  
    name=None,  
    batch\_dims=0  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

indices is an K-dimensional integer tensor, best thought of as a (K-1)-dimensional tensor of indices into params, where each element defines a slice of params:

output[\\(i\_0, ..., i\_{K-2}\\)] = params[indices[\\(i\_0, ..., i\_{K-2}\\)]]

Whereas in [tf.gather](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather) indices defines slices into the first dimension of params, in [tf.gather\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather_nd), indices defines slices into the first N dimensions of params, where N = indices.shape[-1].

The last dimension of indices can be at most the rank of params:

indices.shape[-1] <= params.rank

The last dimension of indices corresponds to elements (if indices.shape[-1] == params.rank) or slices (if indices.shape[-1] < params.rank) along dimension indices.shape[-1] of params. The output tensor has shape

indices.shape[:-1] + params.shape[indices.shape[-1]:]

Additionally both 'params' and 'indices' can have M leading batch dimensions that exactly match. In this case 'batch\_dims' must be M.

Note that on CPU, if an out of bound index is found, an error is returned. On GPU, if an out of bound index is found, a 0 is stored in the corresponding output value.

Some examples below.

Simple indexing into a matrix:

    indices = [[0, 0], [1, 1]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = ['a', 'd']

Slice indexing into a matrix:

    indices = [[1], [0]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [['c', 'd'], ['a', 'b']]

Indexing into a 3-tensor:

    indices = [[1]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['a1', 'b1'], ['c1', 'd1']]]  
  
  
    indices = [[0, 1], [1, 0]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0', 'd0'], ['a1', 'b1']]  
  
  
    indices = [[0, 0, 1], [1, 0, 1]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = ['b0', 'b1']

The examples below are for the case when only indices have leading extra dimensions. If both 'params' and 'indices' have leading batch dimensions, use the 'batch\_dims' parameter to run gather\_nd in batch mode.

Batched indexing into a matrix:

    indices = [[[0, 0]], [[0, 1]]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [['a'], ['b']]

Batched slice indexing into a matrix:

    indices = [[[1]], [[0]]]  
    params = [['a', 'b'], ['c', 'd']]  
    output = [[['c', 'd']], [['a', 'b']]]

Batched indexing into a 3-tensor:

    indices = [[[1]], [[0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[[['a1', 'b1'], ['c1', 'd1']]],  
              [[['a0', 'b0'], ['c0', 'd0']]]]  
  
    indices = [[[0, 1], [1, 0]], [[0, 0], [1, 1]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['c0', 'd0'], ['a1', 'b1']],  
              [['a0', 'b0'], ['c1', 'd1']]]  
  
  
    indices = [[[0, 0, 1], [1, 0, 1]], [[0, 1, 1], [1, 1, 0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['b0', 'b1'], ['d0', 'c1']]

Examples with batched 'params' and 'indices':

    batch\_dims = 1  
    indices = [[1], [0]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0', 'd0'], ['a1', 'b1']]  
  
    batch\_dims = 1  
    indices = [[[1]], [[0]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [[['c0', 'd0']], [['a1', 'b1']]]  
  
    batch\_dims = 1  
    indices = [[[1, 0]], [[0, 1]]]  
    params = [[['a0', 'b0'], ['c0', 'd0']],  
              [['a1', 'b1'], ['c1', 'd1']]]  
    output = [['c0'], ['b1']]

See also [tf.gather](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/gather).

#### Args:

**params**: A Tensor. The tensor from which to gather values.

**indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.

**name**: A name for the operation (optional).

**batch\_dims**: An integer or a scalar 'Tensor'. The number of batch dimensions.

#### Returns:

A Tensor. Has the same type as params.

# tf.compat.v1.get\_collection

Wrapper for Graph.get\_collection() using the default graph.

tf.compat.v1.get\_collection(  
    key,  
    scope=None  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.get\_collection](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#get_collection) for more details.

#### Args:

**key**: The key for the collection. For example, the GraphKeys class contains many standard names for collections.

**scope**: (Optional.) If supplied, the resulting list is filtered to include only items whose name attribute matches using re.match. Items without a nameattribute are never returned if a scope is supplied and the choice or re.matchmeans that a scope without special tokens filters by prefix.

#### Returns:

The list of values in the collection with the given name, or an empty list if no value has been added to that collection. The list contains the values in the order under which they were collected.

#### Eager Compatibility

Collections are not supported when eager execution is enabled.

# tf.compat.v1.get\_collection\_ref

Wrapper for Graph.get\_collection\_ref() using the default graph.

tf.compat.v1.get\_collection\_ref(key)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

See [tf.Graph.get\_collection\_ref](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Graph#get_collection_ref) for more details.

#### Args:

**key**: The key for the collection. For example, the GraphKeys class contains many standard names for collections.

#### Returns:

The list of values in the collection with the given name, or an empty list if no value has been added to that collection. Note that this returns the collection list itself, which can be modified in place to change the collection.

#### Eager Compatibility

Collections are not supported when eager execution is enabled.

# tf.compat.v1.get\_default\_graph

Returns the default graph for the current thread.

tf.compat.v1.get\_default\_graph()

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

The returned graph will be the innermost graph on which a Graph.as\_default()context has been entered, or a global default graph if none has been explicitly created.

NOTE: The default graph is a property of the current thread. If you create a new thread, and wish to use the default graph in that thread, you must explicitly add a with g.as\_default(): in that thread's function.

#### Returns:

The default Graph being used in the current thread.

# tf.compat.v1.get\_default\_session

Returns the default session for the current thread.

tf.compat.v1.get\_default\_session()

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

The returned Session will be the innermost session on which a Session or Session.as\_default() context has been entered.

NOTE: The default session is a property of the current thread. If you create a new thread, and wish to use the default session in that thread, you must explicitly add a with sess.as\_default(): in that thread's function.

#### Returns:

The default Session being used in the current thread.

# tf.compat.v1.get\_local\_variable

Gets an existing local variable or creates a new one.

tf.compat.v1.get\_local\_variable(  
    name,  
    shape=None,  
    dtype=None,  
    initializer=None,  
    regularizer=None,  
    trainable=False,  
    collections=None,  
    caching\_device=None,  
    partitioner=None,  
    validate\_shape=True,  
    use\_resource=None,  
    custom\_getter=None,  
    constraint=None,  
    synchronization=tf.VariableSynchronization.AUTO,  
    aggregation=tf.compat.v1.VariableAggregation.NONE  
)

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

Behavior is the same as in get\_variable, except that variables are added to the LOCAL\_VARIABLES collection and trainable is set to False. This function prefixes the name with the current variable scope and performs reuse checks. See the [Variable Scope How To](https://tensorflow.org/guide/variables) for an extensive description of how reusing works. Here is a basic example:

def foo():  
  with tf.variable\_scope("foo", reuse=tf.AUTO\_REUSE):  
    v = tf.get\_variable("v", [1])  
  return v  
  
v1 = foo()  # Creates v.  
v2 = foo()  # Gets the same, existing v.  
assert v1 == v2

If initializer is None (the default), the default initializer passed in the variable scope will be used. If that one is None too, a glorot\_uniform\_initializer will be used. The initializer can also be a Tensor, in which case the variable is initialized to this value and shape.

Similarly, if the regularizer is None (the default), the default regularizer passed in the variable scope will be used (if that is None too, then by default no regularization is performed).

If a partitioner is provided, a PartitionedVariable is returned. Accessing this object as a Tensor returns the shards concatenated along the partition axis.

Some useful partitioners are available. See, e.g.,variable\_axis\_size\_partitioner and min\_max\_variable\_partitioner.

#### Args:

**name**: The name of the new or existing variable.

**shape**: Shape of the new or existing variable.

**dtype**: Type of the new or existing variable (defaults to DT\_FLOAT).

**initializer**: Initializer for the variable if one is created. Can either be an initializer object or a Tensor. If it's a Tensor, its shape must be known unless validate\_shape is False.

**regularizer**: A (Tensor -> Tensor or None) function; the result of applying it on a newly created variable will be added to the collectiontf.GraphKeys.REGULARIZATION\_LOSSES and can be used for regularization.

**collections**: List of graph collections keys to add the Variable to. Defaults to [GraphKeys.LOCAL\_VARIABLES] (see [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)).

**caching\_device**: Optional device string or function describing where the Variable should be cached for reading. Defaults to the Variable's device. If not None, caches on another device. Typical use is to cache on the device where the Ops using the Variable reside, to deduplicate copying through Switch and other conditional statements.

**partitioner**: Optional callable that accepts a fully defined TensorShape and dtype of the Variable to be created, and returns a list of partitions for each axis (currently only one axis can be partitioned).

**validate\_shape**: If False, allows the variable to be initialized with a value of unknown shape. If True, the default, the shape of initial\_value must be known. For this to be used the initializer must be a Tensor and not an initializer object.

**use\_resource**: If False, creates a regular Variable. If true, creates an experimental ResourceVariable instead with well-defined semantics. Defaults to False (will later change to True). When eager execution is enabled this argument is always forced to be True.

**custom\_getter**: Callable that takes as a first argument the true getter, and allows overwriting the internal get\_variable method. The signature of custom\_getter should match that of this method, but the most future-proof version will allow for changes: def custom\_getter(getter, \*args, \*\*kwargs). Direct access to all get\_variable parameters is also allowed:def custom\_getter(getter, name, \*args, \*\*kwargs). A simple identity custom getter that simply creates variables with modified names is:

def custom\_getter(getter, name, \*args, \*\*kwargs):  
  return getter(name + '\_suffix', \*args, \*\*kwargs)

**constraint**: An optional projection function to be applied to the variable after being updated by an Optimizer (e.g. used to implement norm constraints or value constraints for layer weights). The function must take as input the unprojected Tensor representing the value of the variable and return the Tensor for the projected value (which must have the same shape). Constraints are not safe to use when doing asynchronous distributed training.

**synchronization**: Indicates when a distributed a variable will be aggregated. Accepted values are constants defined in the class[tf.VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization). By default the synchronization is set toAUTO and the current DistributionStrategy chooses when to synchronize. If synchronization is set to ON\_READ, trainable must not be set to True.

**aggregation**: Indicates how a distributed variable will be aggregated. Accepted values are constants defined in the class[tf.VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableAggregation).

#### Returns:

The created or existing Variable (or PartitionedVariable, if a partitioner was used).

#### Raises:

**ValueError**: when creating a new variable and shape is not declared, when violating reuse during variable creation, or when initializer dtype and dtype don't match. Reuse is set inside variable\_scope.

# tf.compat.v1.get\_seed

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_seed#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_seed#aliases)

Returns the local seeds an operation should use given an op-specific seed.

### Aliases:

tf.compat.v1.get\_seed

tf.compat.v1.random.get\_seed

tf.compat.v1.get\_seed(op\_seed)

Defined in [python/framework/random\_seed.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/random_seed.py).

Given operation-specific seed, op\_seed, this helper function returns two seeds derived from graph-level and op-level seeds. Many random operations internally use the two seeds to allow user to change the seed globally for a graph, or for only specific operations.

For details on how the graph-level seed interacts with op seeds, see[tf.compat.v1.random.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed).

#### Args:

**op\_seed**: integer.

#### Returns:

A tuple of two integers that should be used for the local seed of this operation.

# tf.compat.v1.get\_session\_handle

Return the handle of data.

tf.compat.v1.get\_session\_handle(  
    data,  
    name=None  
)

Defined in [python/ops/session\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/session_ops.py).

This is EXPERIMENTAL and subject to change.

Keep data "in-place" in the runtime and create a handle that can be used to retrieve data in a subsequent run().

Combined with get\_session\_tensor, we can keep a tensor produced in one run call in place, and use it as the input in a future run call.

#### Args:

**data**: A tensor to be stored in the session.

**name**: Optional name prefix for the return tensor.

#### Returns:

A scalar string tensor representing a unique handle for data.

#### Raises:

**TypeError**: if data is not a Tensor.

#### Example:

c = tf.multiply(a, b)  
h = tf.compat.v1.get\_session\_handle(c)  
h = sess.run(h)  
  
p, a = tf.compat.v1.get\_session\_tensor(h.handle, tf.float32)  
b = tf.multiply(a, 10)  
c = sess.run(b, feed\_dict={p: h.handle})

# tf.compat.v1.get\_session\_tensor

Get the tensor of type dtype by feeding a tensor handle.

tf.compat.v1.get\_session\_tensor(  
    handle,  
    dtype,  
    name=None  
)

Defined in [python/ops/session\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/session_ops.py).

This is EXPERIMENTAL and subject to change.

Get the value of the tensor from a tensor handle. The tensor is produced in a previous run() and stored in the state of the session.

#### Args:

**handle**: The string representation of a persistent tensor handle.

**dtype**: The type of the output tensor.

**name**: Optional name prefix for the return tensor.

#### Returns:

A pair of tensors. The first is a placeholder for feeding a tensor handle and the second is the tensor in the session state keyed by the tensor handle.

#### Example:

c = tf.multiply(a, b)  
h = tf.compat.v1.get\_session\_handle(c)  
h = sess.run(h)  
  
p, a = tf.compat.v1.get\_session\_tensor(h.handle, tf.float32)  
b = tf.multiply(a, 10)  
c = sess.run(b, feed\_dict={p: h.handle})

# tf.compat.v1.get\_variable

Gets an existing variable with these parameters or create a new one.

tf.compat.v1.get\_variable(  
    name,  
    shape=None,  
    dtype=None,  
    initializer=None,  
    regularizer=None,  
    trainable=None,  
    collections=None,  
    caching\_device=None,  
    partitioner=None,  
    validate\_shape=True,  
    use\_resource=None,  
    custom\_getter=None,  
    constraint=None,  
    synchronization=tf.VariableSynchronization.AUTO,  
    aggregation=tf.compat.v1.VariableAggregation.NONE  
)

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

This function prefixes the name with the current variable scope and performs reuse checks. See the [Variable Scope How To](https://tensorflow.org/guide/variables) for an extensive description of how reusing works. Here is a basic example:

def foo():  
  with tf.variable\_scope("foo", reuse=tf.AUTO\_REUSE):  
    v = tf.get\_variable("v", [1])  
  return v  
  
v1 = foo()  # Creates v.  
v2 = foo()  # Gets the same, existing v.  
assert v1 == v2

If initializer is None (the default), the default initializer passed in the variable scope will be used. If that one is None too, a glorot\_uniform\_initializer will be used. The initializer can also be a Tensor, in which case the variable is initialized to this value and shape.

Similarly, if the regularizer is None (the default), the default regularizer passed in the variable scope will be used (if that is None too, then by default no regularization is performed).

If a partitioner is provided, a PartitionedVariable is returned. Accessing this object as a Tensor returns the shards concatenated along the partition axis.

Some useful partitioners are available. See, e.g.,variable\_axis\_size\_partitioner and min\_max\_variable\_partitioner.

#### Args:

**name**: The name of the new or existing variable.

**shape**: Shape of the new or existing variable.

**dtype**: Type of the new or existing variable (defaults to DT\_FLOAT).

**initializer**: Initializer for the variable if one is created. Can either be an initializer object or a Tensor. If it's a Tensor, its shape must be known unless validate\_shape is False.

**regularizer**: A (Tensor -> Tensor or None) function; the result of applying it on a newly created variable will be added to the collectiontf.GraphKeys.REGULARIZATION\_LOSSES and can be used for regularization.

**trainable**: If True also add the variable to the graph collectionGraphKeys.TRAINABLE\_VARIABLES (see [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)).

**collections**: List of graph collections keys to add the Variable to. Defaults to [GraphKeys.GLOBAL\_VARIABLES] (see [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)).

**caching\_device**: Optional device string or function describing where the Variable should be cached for reading. Defaults to the Variable's device. If not None, caches on another device. Typical use is to cache on the device where the Ops using the Variable reside, to deduplicate copying through Switch and other conditional statements.

**partitioner**: Optional callable that accepts a fully defined TensorShape and dtype of the Variable to be created, and returns a list of partitions for each axis (currently only one axis can be partitioned).

**validate\_shape**: If False, allows the variable to be initialized with a value of unknown shape. If True, the default, the shape of initial\_value must be known. For this to be used the initializer must be a Tensor and not an initializer object.

**use\_resource**: If False, creates a regular Variable. If true, creates an experimental ResourceVariable instead with well-defined semantics. Defaults to False (will later change to True). When eager execution is enabled this argument is always forced to be True.

**custom\_getter**: Callable that takes as a first argument the true getter, and allows overwriting the internal get\_variable method. The signature of custom\_getter should match that of this method, but the most future-proof version will allow for changes: def custom\_getter(getter, \*args, \*\*kwargs). Direct access to all get\_variable parameters is also allowed:def custom\_getter(getter, name, \*args, \*\*kwargs). A simple identity custom getter that simply creates variables with modified names is:

def custom\_getter(getter, name, \*args, \*\*kwargs):  
  return getter(name + '\_suffix', \*args, \*\*kwargs)

**constraint**: An optional projection function to be applied to the variable after being updated by an Optimizer (e.g. used to implement norm constraints or value constraints for layer weights). The function must take as input the unprojected Tensor representing the value of the variable and return the Tensor for the projected value (which must have the same shape). Constraints are not safe to use when doing asynchronous distributed training.

**synchronization**: Indicates when a distributed a variable will be aggregated. Accepted values are constants defined in the class[tf.VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization). By default the synchronization is set toAUTO and the current DistributionStrategy chooses when to synchronize. If synchronization is set to ON\_READ, trainable must not be set to True.

**aggregation**: Indicates how a distributed variable will be aggregated. Accepted values are constants defined in the class[tf.VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableAggregation).

#### Returns:

The created or existing Variable (or PartitionedVariable, if a partitioner was used).

#### Raises:

**ValueError**: when creating a new variable and shape is not declared, when violating reuse during variable creation, or when initializer dtype and dtype don't match. Reuse is set inside variable\_scope.

# tf.compat.v1.get\_variable\_scope

Returns the current variable scope.

tf.compat.v1.get\_variable\_scope()

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

# tf.compat.v1.global\_variables

Returns global variables.

tf.compat.v1.global\_variables(scope=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

Global variables are variables that are shared across machines in a distributed environment. The Variable() constructor or get\_variable() automatically adds new variables to the graph collection GraphKeys.GLOBAL\_VARIABLES. This convenience function returns the contents of that collection.

An alternative to global variables are local variables. See[tf.compat.v1.local\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables)

#### Args:

**scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

A list of Variable objects.

# tf.compat.v1.global\_variables\_initializer

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables_initializer#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables_initializer#aliases)

Returns an Op that initializes global variables.

### Aliases:

tf.compat.v1.global\_variables\_initializer

tf.compat.v1.initializers.global\_variables

tf.compat.v1.global\_variables\_initializer()

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

This is just a shortcut for variables\_initializer(global\_variables())

#### Returns:

An Op that initializes global variables in the graph.

# tf.compat.v1.GPUOptions.Experimental

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental#top_of_page)

[Class Experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental#class_experimental)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental#properties)

[collective\_ring\_order](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental#collective_ring_order)

## Class Experimental

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Child Classes

[class VirtualDevices](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental/VirtualDevices)

## Properties

### collective\_ring\_order

string collective\_ring\_order

### kernel\_tracker\_max\_bytes

int32 kernel\_tracker\_max\_bytes

### kernel\_tracker\_max\_interval

int32 kernel\_tracker\_max\_interval

### kernel\_tracker\_max\_pending

int32 kernel\_tracker\_max\_pending

### num\_dev\_to\_dev\_copy\_streams

int32 num\_dev\_to\_dev\_copy\_streams

### timestamped\_allocator

bool timestamped\_allocator

### use\_unified\_memory

bool use\_unified\_memory

### virtual\_devices

repeated VirtualDevices virtual\_devices

# tf.compat.v1.GPUOptions.Experimental.VirtualDevices

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental/VirtualDevices#top_of_page)

[Class VirtualDevices](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental/VirtualDevices#class_virtualdevices)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental/VirtualDevices#properties)

[memory\_limit\_mb](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GPUOptions/Experimental/VirtualDevices#memory_limit_mb)

## Class VirtualDevices

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### memory\_limit\_mb

repeated float memory\_limit\_mb

# tf.compat.v1.gradients

Constructs symbolic derivatives of sum of ys w.r.t. x in xs.

tf.compat.v1.gradients(  
    ys,  
    xs,  
    grad\_ys=None,  
    name='gradients',  
    colocate\_gradients\_with\_ops=False,  
    gate\_gradients=False,  
    aggregation\_method=None,  
    stop\_gradients=None,  
    unconnected\_gradients=tf.UnconnectedGradients.NONE  
)

Defined in [python/ops/gradients\_impl.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/gradients_impl.py).

ys and xs are each a Tensor or a list of tensors. grad\_ys is a list of Tensor, holding the gradients received by the ys. The list must be the same length as ys.

gradients() adds ops to the graph to output the derivatives of ys with respect to xs. It returns a list of Tensor of length len(xs) where each tensor is the sum(dy/dx) for y in ys.

grad\_ys is a list of tensors of the same length as ys that holds the initial gradients for each y in ys. When grad\_ys is None, we fill in a tensor of '1's of the shape of y for each y in ys. A user can provide their own initial grad\_ys to compute the derivatives using a different initial gradient for each y (e.g., if one wanted to weight the gradient differently for each value in each y).

stop\_gradients is a Tensor or a list of tensors to be considered constant with respect to all xs. These tensors will not be backpropagated through, as though they had been explicitly disconnected using stop\_gradient. Among other things, this allows computation of partial derivatives as opposed to total derivatives. For example:

a = tf.constant(0.)  
b = 2 \* a  
g = tf.gradients(a + b, [a, b], stop\_gradients=[a, b])

Here the partial derivatives g evaluate to [1.0, 1.0], compared to the total derivatives tf.gradients(a + b, [a, b]), which take into account the influence of a on b and evaluate to [3.0, 1.0]. Note that the above is equivalent to:

a = tf.stop\_gradient(tf.constant(0.))  
b = tf.stop\_gradient(2 \* a)  
g = tf.gradients(a + b, [a, b])

stop\_gradients provides a way of stopping gradient after the graph has already been constructed, as compared to [tf.stop\_gradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient) which is used during graph construction. When the two approaches are combined, backpropagation stops at both [tf.stop\_gradient](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/stop_gradient) nodes and nodes in stop\_gradients, whichever is encountered first.

All integer tensors are considered constant with respect to all xs, as if they were included in stop\_gradients.

unconnected\_gradients determines the value returned for each x in xs if it is unconnected in the graph to ys. By default this is None to safeguard against errors. MAthematically these gradients are zero which can be requested using the 'zero'option. [tf.UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients) provides the following options and behaviors:

a = tf.ones([1, 2])  
b = tf.ones([3, 1])  
g1 = tf.gradients([b], [a], unnconnected\_gradients='none')  
sess.run(g1)  # [None]  
  
g2 = tf.gradients([b], [a], unconnected\_gradients='zero')  
sess.run(g2)  # [array([[0., 0.]], dtype=float32)]

#### Args:

**ys**: A Tensor or list of tensors to be differentiated.

**xs**: A Tensor or list of tensors to be used for differentiation.

**grad\_ys**: Optional. A Tensor or list of tensors the same size as ys and holding the gradients computed for each y in ys.

**name**: Optional name to use for grouping all the gradient ops together. defaults to 'gradients'.

**colocate\_gradients\_with\_ops**: If True, try colocating gradients with the corresponding op.

**gate\_gradients**: If True, add a tuple around the gradients returned for an operations. This avoids some race conditions.

**aggregation\_method**: Specifies the method used to combine gradient terms. Accepted values are constants defined in the class AggregationMethod.

**stop\_gradients**: Optional. A Tensor or list of tensors not to differentiate through.

**unconnected\_gradients**: Optional. Specifies the gradient value returned when the given input tensors are unconnected. Accepted values are constants defined in the class [tf.UnconnectedGradients](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/UnconnectedGradients) and the default value isnone.

#### Returns:

A list of sum(dy/dx) for each x in xs.

#### Raises:

**LookupError**: if one of the operations between x and y does not have a registered gradient function.

**ValueError**: if the arguments are invalid.

**RuntimeError**: if called in Eager mode.

# tf.compat.v1.GraphDef

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#top_of_page)

[Class GraphDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#class_graphdef)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#properties)

[library](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#library)

[node](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#node)

[version](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#version)

[versions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphDef#versions)

## Class GraphDef

Defined in [core/framework/graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/graph.proto).

## Properties

### library

FunctionDefLibrary library

### node

repeated NodeDef node

### version

int32 version

### versions

VersionDef versions

tf.compat.v1.GraphKeys
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[Class GraphKeys](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphKeys#class_graphkeys)

[Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/GraphKeys#class_members)

Class GraphKeys

Standard names to use for graph collections.

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

The standard library uses various well-known names to collect and retrieve values associated with a graph. For example, the tf.Optimizer subclasses default to optimizing the variables collected under tf.GraphKeys.TRAINABLE\_VARIABLES if none is specified, but it is also possible to pass an explicit list of variables.

The following standard keys are defined:

GLOBAL\_VARIABLES: the default collection of Variable objects, shared across distributed environment (model variables are subset of these). See[tf.compat.v1.global\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables) for more details. Commonly, all TRAINABLE\_VARIABLES variables will be in MODEL\_VARIABLES, and all MODEL\_VARIABLES variables will be in GLOBAL\_VARIABLES.

LOCAL\_VARIABLES: the subset of Variable objects that are local to each machine. Usually used for temporarily variables, like counters. Note: use tf.contrib.framework.local\_variable to add to this collection.

MODEL\_VARIABLES: the subset of Variable objects that are used in the model for inference (feed forward). Note: usetf.contrib.framework.model\_variable to add to this collection.

TRAINABLE\_VARIABLES: the subset of Variable objects that will be trained by an optimizer. See [tf.compat.v1.trainable\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/trainable_variables) for more details.

SUMMARIES: the summary Tensor objects that have been created in the graph. See [tf.compat.v1.summary.merge\_all](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/summary/merge_all) for more details.

QUEUE\_RUNNERS: the QueueRunner objects that are used to produce input for a computation. See [tf.compat.v1.train.start\_queue\_runners](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/train/start_queue_runners) for more details.

MOVING\_AVERAGE\_VARIABLES: the subset of Variable objects that will also keep moving averages. See [tf.compat.v1.moving\_average\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/moving_average_variables) for more details.

REGULARIZATION\_LOSSES: regularization losses collected during graph construction.

The following standard keys are *defined*, but their collections are **not** automatically populated as many of the others are:

WEIGHTS

BIASES

ACTIVATIONS

Class Members

ACTIVATIONS = 'activations'

ASSET\_FILEPATHS = 'asset\_filepaths'

BIASES = 'biases'

CONCATENATED\_VARIABLES = 'concatenated\_variables'

COND\_CONTEXT = 'cond\_context'

EVAL\_STEP = 'eval\_step'

GLOBAL\_STEP = 'global\_step'

GLOBAL\_VARIABLES = 'variables'

INIT\_OP = 'init\_op'

LOCAL\_INIT\_OP = 'local\_init\_op'

LOCAL\_RESOURCES = 'local\_resources'

LOCAL\_VARIABLES = 'local\_variables'

LOSSES = 'losses'

METRIC\_VARIABLES = 'metric\_variables'

MODEL\_VARIABLES = 'model\_variables'

MOVING\_AVERAGE\_VARIABLES = 'moving\_average\_variables'

QUEUE\_RUNNERS = 'queue\_runners'

READY\_FOR\_LOCAL\_INIT\_OP = 'ready\_for\_local\_init\_op'

READY\_OP = 'ready\_op'

REGULARIZATION\_LOSSES = 'regularization\_losses'

RESOURCES = 'resources'

SAVEABLE\_OBJECTS = 'saveable\_objects'

SAVERS = 'savers'

SUMMARIES = 'summaries'

SUMMARY\_OP = 'summary\_op'

TABLE\_INITIALIZERS = 'table\_initializer'

TRAINABLE\_RESOURCE\_VARIABLES = 'trainable\_resource\_variables'

TRAINABLE\_VARIABLES = 'trainable\_variables'

TRAIN\_OP = 'train\_op'

UPDATE\_OPS = 'update\_ops'

VARIABLES = 'variables'

WEIGHTS = 'weights'

WHILE\_CONTEXT = 'while\_context'

# tf.compat.v1.GraphOptions
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## Class GraphOptions

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### build\_cost\_model

int64 build\_cost\_model

### build\_cost\_model\_after

int64 build\_cost\_model\_after

### enable\_bfloat16\_sendrecv

bool enable\_bfloat16\_sendrecv

### enable\_recv\_scheduling

bool enable\_recv\_scheduling

### infer\_shapes

bool infer\_shapes

### optimizer\_options

OptimizerOptions optimizer\_options

### place\_pruned\_graph

bool place\_pruned\_graph

### rewrite\_options

RewriterConfig rewrite\_options

### timeline\_step

int32 timeline\_step

# tf.compat.v1.hessians

Constructs the Hessian of sum of ys with respect to x in xs.

tf.compat.v1.hessians(  
    ys,  
    xs,  
    name='hessians',  
    colocate\_gradients\_with\_ops=False,  
    gate\_gradients=False,  
    aggregation\_method=None  
)

Defined in [python/ops/gradients\_impl.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/gradients_impl.py).

hessians() adds ops to the graph to output the Hessian matrix of ys with respect to xs. It returns a list of Tensor of length len(xs) where each tensor is the Hessian of sum(ys).

The Hessian is a matrix of second-order partial derivatives of a scalar tensor (see https://en.wikipedia.org/wiki/Hessian\_matrix for more details).

#### Args:

**ys**: A Tensor or list of tensors to be differentiated.

**xs**: A Tensor or list of tensors to be used for differentiation.

**name**: Optional name to use for grouping all the gradient ops together. defaults to 'hessians'.

**colocate\_gradients\_with\_ops**: See gradients() documentation for details.

**gate\_gradients**: See gradients() documentation for details.

**aggregation\_method**: See gradients() documentation for details.

#### Returns:

A list of Hessian matrices of sum(ys) for each x in xs.

#### Raises:

**LookupError**: if one of the operations between xs and ys does not have a registered gradient function.

# tf.compat.v1.HistogramProto
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## Class HistogramProto

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Properties

### bucket

repeated double bucket

### bucket\_limit

repeated double bucket\_limit

### max

double max

### min

double min

### num

double num

### sum

double sum

### sum\_squares

double sum\_squares

# tf.compat.v1.IdentityReader
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## Class IdentityReader

A Reader that outputs the queued work as both the key and value.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

To use, enqueue strings in a Queue. Read will take the front work string and output (work, work).

See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(name=None)

Create a IdentityReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use **tf.data.Dataset.map(...)**.

#### Args:

**name**: A name for the operation (optional).

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.initialize\_all\_tables

Returns an Op that initializes all tables of the default graph. (deprecated)

tf.compat.v1.initialize\_all\_tables(name='init\_all\_tables')

Defined in [python/ops/lookup\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/lookup_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use **tf.tables\_initializer** instead.

#### Args:

**name**: Optional name for the initialization op.

#### Returns:

An Op that initializes all tables. Note that if there are not tables the returned Op is a NoOp.

tf.compat.v1.initialize\_all\_variables

See [tf.compat.v1.global\_variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables_initializer). (deprecated)

tf.compat.v1.initialize\_all\_variables()

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2017-03-02. Instructions for updating: Use **tf.global\_variables\_initializer** instead.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

tf.compat.v1.initialize\_local\_variables

See [tf.compat.v1.local\_variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables_initializer). (deprecated)

tf.compat.v1.initialize\_local\_variables()

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2017-03-02. Instructions for updating: Use **tf.local\_variables\_initializer** instead.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

tf.compat.v1.initialize\_variables

See [tf.compat.v1.variables\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variables_initializer). (deprecated)

tf.compat.v1.initialize\_variables(  
    var\_list,  
    name='init'  
)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2017-03-02. Instructions for updating: Use **tf.variables\_initializer** instead.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

# tf.compat.v1.InteractiveSession
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## Class InteractiveSession

A TensorFlow Session for use in interactive contexts, such as a shell.

Defined in [python/client/session.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/client/session.py).

The only difference with a regular Session is that an InteractiveSession installs itself as the default session on construction. The methods [tf.Tensor.eval](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#eval) and [tf.Operation.run](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#run) will use that session to run ops.

This is convenient in interactive shells and [IPython notebooks](http://ipython.org/), as it avoids having to pass an explicit Session object to run ops.

#### For example:

sess = tf.compat.v1.InteractiveSession()  
a = tf.constant(5.0)  
b = tf.constant(6.0)  
c = a \* b  
# We can just use 'c.eval()' without passing 'sess'  
print(c.eval())  
sess.close()

Note that a regular session installs itself as the default session when it is created in a with statement. The common usage in non-interactive programs is to follow that pattern:

a = tf.constant(5.0)  
b = tf.constant(6.0)  
c = a \* b  
with tf.compat.v1.Session():  
  # We can also use 'c.eval()' here.  
  print(c.eval())

## \_\_init\_\_

\_\_init\_\_(  
    target='',  
    graph=None,  
    config=None  
)

Creates a new interactive TensorFlow session.

If no graph argument is specified when constructing the session, the default graph will be launched in the session. If you are using more than one graph (created with tf.Graph()) in the same process, you will have to use different sessions for each graph, but each graph can be used in multiple sessions. In this case, it is often clearer to pass the graph to be launched explicitly to the session constructor.

#### Args:

**target**: (Optional.) The execution engine to connect to. Defaults to using an in-process engine.

**graph**: (Optional.) The Graph to be launched (described above).

**config**: (Optional) ConfigProto proto used to configure the session.

## Properties

### graph

The graph that was launched in this session.

### graph\_def

A serializable version of the underlying TensorFlow graph.

#### Returns:

A graph\_pb2.GraphDef proto containing nodes for all of the Operations in the underlying TensorFlow graph.

### sess\_str

## Methods

### as\_default

as\_default()

Returns a context manager that makes this object the default session.

Use with the with keyword to specify that calls to [tf.Operation.run](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#run) or [tf.Tensor.eval](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#eval) should be executed in this session.

c = tf.constant(..)  
sess = tf.compat.v1.Session()  
  
with sess.as\_default():  
  assert tf.compat.v1.get\_default\_session() is sess  
  print(c.eval())

To get the current default session, use [tf.compat.v1.get\_default\_session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_session).

N.B. The as\_default context manager does not close the session when you exit the context, and you must close the session explicitly.

c = tf.constant(...)  
sess = tf.compat.v1.Session()  
with sess.as\_default():  
  print(c.eval())  
# ...  
with sess.as\_default():  
  print(c.eval())  
  
sess.close()

Alternatively, you can use with tf.compat.v1.Session(): to create a session that is automatically closed on exiting the context, including when an uncaught exception is raised.

N.B. The default session is a property of the current thread. If you create a new thread, and wish to use the default session in that thread, you must explicitly add a with sess.as\_default(): in that thread's function.

N.B. Entering a with sess.as\_default(): block does not affect the current default graph. If you are using multiple graphs, and sess.graph is different from the value of [tf.compat.v1.get\_default\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_graph), you must explicitly enter a with sess.graph.as\_default(): block to make sess.graph the default graph.

#### Returns:

A context manager using this session as the default session.

### close

close()

Closes an InteractiveSession.

### list\_devices

list\_devices()

Lists available devices in this session.

devices = sess.list\_devices()  
for d in devices:  
  print(d.name)

#### Where:

Each element in the list has the following properties

**name**: A string with the full name of the device. ex:/job:worker/replica:0/task:3/device:CPU:0

**device\_type**: The type of the device (e.g. CPU, GPU, TPU.)

**memory\_limit**: The maximum amount of memory available on the device. Note: depending on the device, it is possible the usable memory could be substantially less.

#### Raises:

**tf.errors.OpError**: If it encounters an error (e.g. session is in an invalid state, or network errors occur).

#### Returns:

A list of devices in the session.

### make\_callable

make\_callable(  
    fetches,  
    feed\_list=None,  
    accept\_options=False  
)

Returns a Python callable that runs a particular step.

The returned callable will take len(feed\_list) arguments whose types must be compatible feed values for the respective elements of feed\_list. For example, if element i of feed\_list is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the ith argument to the returned callable must be a numpy ndarray (or something convertible to an ndarray) with matching element type and shape. See tf.Session.run for details of the allowable feed key and value types.

The returned callable will have the same return type as tf.Session.run(fetches, ...). For example, if fetches is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the callable will return a numpy ndarray; if fetches is a [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation), it will return None.

#### Args:

**fetches**: A value or list of values to fetch. See tf.Session.run for details of the allowable fetch types.

**feed\_list**: (Optional.) A list of feed\_dict keys. See tf.Session.run for details of the allowable feed key types.

**accept\_options**: (Optional.) If True, the returned Callable will be able to accept [tf.compat.v1.RunOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions) and [tf.compat.v1.RunMetadata](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata) as optional keyword arguments options and run\_metadata, respectively, with the same syntax and semantics as tf.Session.run, which is useful for certain use cases (profiling and debugging) but will result in measurable slowdown of the Callable's performance. Default: False.

#### Returns:

A function that when called will execute the step defined by feed\_list and fetches in this session.

#### Raises:

**TypeError**: If fetches or feed\_list cannot be interpreted as arguments to tf.Session.run.

### partial\_run

partial\_run(  
    handle,  
    fetches,  
    feed\_dict=None  
)

Continues the execution with more feeds and fetches.

This is EXPERIMENTAL and subject to change.

To use partial execution, a user first calls partial\_run\_setup() and then a sequence of partial\_run(). partial\_run\_setup specifies the list of feeds and fetches that will be used in the subsequent partial\_run calls.

The optional feed\_dict argument allows the caller to override the value of tensors in the graph. See run() for more information.

Below is a simple example:

a = array\_ops.placeholder(dtypes.float32, shape=[])  
b = array\_ops.placeholder(dtypes.float32, shape=[])  
c = array\_ops.placeholder(dtypes.float32, shape=[])  
r1 = math\_ops.add(a, b)  
r2 = math\_ops.multiply(r1, c)  
  
h = sess.partial\_run\_setup([r1, r2], [a, b, c])  
res = sess.partial\_run(h, r1, feed\_dict={a: 1, b: 2})  
res = sess.partial\_run(h, r2, feed\_dict={c: res})

#### Args:

**handle**: A handle for a sequence of partial runs.

**fetches**: A single graph element, a list of graph elements, or a dictionary whose values are graph elements or lists of graph elements (see documentation for run).

**feed\_dict**: A dictionary that maps graph elements to values (described above).

#### Returns:

Either a single value if fetches is a single graph element, or a list of values if fetches is a list, or a dictionary with the same keys as fetches if that is a dictionary (see documentation for run).

#### Raises:

**tf.errors.OpError**: Or one of its subclasses on error.

### partial\_run\_setup

partial\_run\_setup(  
    fetches,  
    feeds=None  
)

Sets up a graph with feeds and fetches for partial run.

This is EXPERIMENTAL and subject to change.

Note that contrary to run, feeds only specifies the graph elements. The tensors will be supplied by the subsequent partial\_run calls.

#### Args:

**fetches**: A single graph element, or a list of graph elements.

**feeds**: A single graph element, or a list of graph elements.

#### Returns:

A handle for partial run.

#### Raises:

**RuntimeError**: If this Session is in an invalid state (e.g. has been closed).

**TypeError**: If fetches or feed\_dict keys are of an inappropriate type.

**tf.errors.OpError**: Or one of its subclasses if a TensorFlow error happens.

### run

run(  
    fetches,  
    feed\_dict=None,  
    options=None,  
    run\_metadata=None  
)

Runs operations and evaluates tensors in fetches.

This method runs one "step" of TensorFlow computation, by running the necessary graph fragment to execute every Operation and evaluate every Tensor in fetches, substituting the values in feed\_dict for the corresponding input values.

The fetches argument may be a single graph element, or an arbitrarily nested list, tuple, namedtuple, dict, or OrderedDict containing graph elements at its leaves. A graph element can be one of the following types:

A [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation). The corresponding fetched value will be None.

A [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor). The corresponding fetched value will be a numpy ndarray containing the value of that tensor.

A [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor). The corresponding fetched value will be a[tf.compat.v1.SparseTensorValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseTensorValue) containing the value of that sparse tensor.

A get\_tensor\_handle op. The corresponding fetched value will be a numpy ndarray containing the handle of that tensor.

A string which is the name of a tensor or operation in the graph.

The value returned by run() has the same shape as the fetches argument, where the leaves are replaced by the corresponding values returned by TensorFlow.

#### Example:

   a = tf.constant([10, 20])  
   b = tf.constant([1.0, 2.0])  
   # 'fetches' can be a singleton  
   v = session.run(a)  
   # v is the numpy array [10, 20]  
   # 'fetches' can be a list.  
   v = session.run([a, b])  
   # v is a Python list with 2 numpy arrays: the 1-D array [10, 20] and the  
   # 1-D array [1.0, 2.0]  
   # 'fetches' can be arbitrary lists, tuples, namedtuple, dicts:  
   MyData = collections.namedtuple('MyData', ['a', 'b'])  
   v = session.run({'k1': MyData(a, b), 'k2': [b, a]})  
   # v is a dict with  
   # v['k1'] is a MyData namedtuple with 'a' (the numpy array [10, 20]) and  
   # 'b' (the numpy array [1.0, 2.0])  
   # v['k2'] is a list with the numpy array [1.0, 2.0] and the numpy array  
   # [10, 20].

The optional feed\_dict argument allows the caller to override the value of tensors in the graph. Each key in feed\_dict can be one of the following types:

If the key is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the value may be a Python scalar, string, list, or numpy ndarray that can be converted to the same dtype as that tensor. Additionally, if the key is a [tf.compat.v1.placeholder](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/placeholder), the shape of the value will be checked for compatibility with the placeholder.

If the key is a [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor), the value should be a[tf.compat.v1.SparseTensorValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseTensorValue).

If the key is a nested tuple of Tensors or SparseTensors, the value should be a nested tuple with the same structure that maps to their corresponding values as above.

Each value in feed\_dict must be convertible to a numpy array of the dtype of the corresponding key.

The optional options argument expects a [RunOptions] proto. The options allow controlling the behavior of this particular step (e.g. turning tracing on).

The optional run\_metadata argument expects a [RunMetadata] proto. When appropriate, the non-Tensor output of this step will be collected there. For example, when users turn on tracing in options, the profiled info will be collected into this argument and passed back.

#### Args:

**fetches**: A single graph element, a list of graph elements, or a dictionary whose values are graph elements or lists of graph elements (described above).

**feed\_dict**: A dictionary that maps graph elements to values (described above).

**options**: A [RunOptions] protocol buffer

**run\_metadata**: A [RunMetadata] protocol buffer

#### Returns:

Either a single value if fetches is a single graph element, or a list of values if fetches is a list, or a dictionary with the same keys as fetches if that is a dictionary (described above). Order in which fetches operations are evaluated inside the call is undefined.

#### Raises:

**RuntimeError**: If this Session is in an invalid state (e.g. has been closed).

**TypeError**: If fetches or feed\_dict keys are of an inappropriate type.

**ValueError**: If fetches or feed\_dict keys are invalid or refer to a Tensorthat doesn't exist.

# tf.compat.v1.is\_variable\_initialized

Tests if a variable has been initialized.

tf.compat.v1.is\_variable\_initialized(variable)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

#### Args:

**variable**: A Variable.

#### Returns:

Returns a scalar boolean Tensor, True if the variable has been initialized, Falseotherwise.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

# tf.compat.v1.LMDBReader
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## Class LMDBReader

A Reader that outputs the records from a LMDB file.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(  
    name=None,  
    options=None  
)

Create a LMDBReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use **tf.contrib.data.LMDBDataset**.

#### Args:

**name**: A name for the operation (optional).

**options**: A LMDBRecordOptions object (optional).

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.load\_file\_system\_library

Loads a TensorFlow plugin, containing file system implementation. (deprecated)

tf.compat.v1.load\_file\_system\_library(library\_filename)

Defined in [python/framework/load\_library.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/load_library.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.load\_library**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/load_library) instead.

Pass library\_filename to a platform-specific mechanism for dynamically loading a library. The rules for determining the exact location of the library are platform-specific and are not documented here.

#### Args:

**library\_filename**: Path to the plugin. Relative or absolute filesystem path to a dynamic library file.

#### Returns:

None.

#### Raises:

# tf.compat.v1.local\_variables

Returns local variables.

tf.compat.v1.local\_variables(scope=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

Local variables - per process variables, usually not saved/restored to checkpoint and used for temporary or intermediate values. For example, they can be used as counters for metrics computation or number of epochs this machine has read data. The tf.contrib.framework.local\_variable() function automatically adds the new variable to GraphKeys.LOCAL\_VARIABLES. This convenience function returns the contents of that collection.

An alternative to local variables are global variables. See[tf.compat.v1.global\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables)

#### Args:

**scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

A list of local Variable objects.

# tf.compat.v1.local\_variables\_initializer

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables_initializer#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/local_variables_initializer#aliases)

Returns an Op that initializes all local variables.

### Aliases:

tf.compat.v1.initializers.local\_variables

tf.compat.v1.local\_variables\_initializer

tf.compat.v1.local\_variables\_initializer()

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

This is just a shortcut for variables\_initializer(local\_variables())

#### Returns:

An Op that initializes all local variables in the graph.

# tf.compat.v1.LogMessage
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[Class LogMessage](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage#class_logmessage)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage#properties)

[level](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage#level)

[message](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage#message)

[Class Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/LogMessage#class_members)

## Class LogMessage

Defined in [core/util/event.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/util/event.proto).

## Properties

### level

Level level

### message

string message

## Class Members

DEBUGGING = 10

ERROR = 40

FATAL = 50

INFO = 20

Level

UNKNOWN = 0

WARN = 30

# tf.compat.v1.make\_template

Given an arbitrary function, wrap it so that it does variable sharing.

tf.compat.v1.make\_template(  
    name\_,  
    func\_,  
    create\_scope\_now\_=False,  
    unique\_name\_=None,  
    custom\_getter\_=None,  
    \*\*kwargs  
)

Defined in [python/ops/template.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/template.py).

This wraps func\_ in a Template and partially evaluates it. Templates are functions that create variables the first time they are called and reuse them thereafter. In order for func\_ to be compatible with a Template it must have the following properties:

The function should create all trainable variables and any variables that should be reused by calling [tf.compat.v1.get\_variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_variable). If a trainable variable is created using [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable), then a ValueError will be thrown. Variables that are intended to be locals can be created by specifying tf.Variable(..., trainable=false).

The function may use variable scopes and other templates internally to create and reuse variables, but it shouldn't use [tf.compat.v1.global\_variables](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/global_variables) to capture variables that are defined outside of the scope of the function.

Internal scopes and variable names should not depend on any arguments that are not supplied to make\_template. In general you will get a ValueError telling you that you are trying to reuse a variable that doesn't exist if you make a mistake.

In the following example, both z and w will be scaled by the same y. It is important to note that if we didn't assign scalar\_name and used a different name for z and w that a ValueError would be thrown because it couldn't reuse the variable.

def my\_op(x, scalar\_name):  
  var1 = tf.compat.v1.get\_variable(scalar\_name,  
                         shape=[],  
                         initializer=tf.compat.v1.constant\_initializer(1))  
  return x \* var1  
  
scale\_by\_y = tf.compat.v1.make\_template('scale\_by\_y', my\_op, scalar\_name='y')  
  
z = scale\_by\_y(input1)  
w = scale\_by\_y(input2)

As a safe-guard, the returned function will raise a ValueError after the first call if trainable variables are created by calling [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable).

If all of these are true, then 2 properties are enforced by the template:

Calling the same template multiple times will share all non-local variables.

Two different templates are guaranteed to be unique, unless you reenter the same variable scope as the initial definition of a template and redefine it. An examples of this exception:

def my\_op(x, scalar\_name):  
  var1 = tf.compat.v1.get\_variable(scalar\_name,  
                         shape=[],  
                         initializer=tf.compat.v1.constant\_initializer(1))  
  return x \* var1  
  
with tf.compat.v1.variable\_scope('scope') as vs:  
  scale\_by\_y = tf.compat.v1.make\_template('scale\_by\_y', my\_op,  
  scalar\_name='y')  
  z = scale\_by\_y(input1)  
  w = scale\_by\_y(input2)  
  
# Creates a template that reuses the variables above.  
with tf.compat.v1.variable\_scope(vs, reuse=True):  
  scale\_by\_y2 = tf.compat.v1.make\_template('scale\_by\_y', my\_op,  
  scalar\_name='y')  
  z2 = scale\_by\_y2(input1)  
  w2 = scale\_by\_y2(input2)

Depending on the value of create\_scope\_now\_, the full variable scope may be captured either at the time of first call or at the time of construction. If this option is set to True, then all Tensors created by repeated calls to the template will have an extra trailing \_N+1 to their name, as the first time the scope is entered in the Template constructor no Tensors are created.

**Note:** **name\_**, **func\_** and **create\_scope\_now\_** have a trailing underscore to reduce the likelihood of collisions with kwargs.

#### Args:

**name\_**: A name for the scope created by this template. If necessary, the name will be made unique by appending \_N to the name.

**func\_**: The function to wrap.

**create\_scope\_now\_**: Boolean controlling whether the scope should be created when the template is constructed or when the template is called. Default is False, meaning the scope is created when the template is called.

**unique\_name\_**: When used, it overrides name\_ and is not made unique. If a template of the same scope/unique\_name already exists and reuse is false, an error is raised. Defaults to None.

**custom\_getter\_**: Optional custom getter for variables used in func\_. See the [tf.compat.v1.get\_variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_variable) custom\_getter documentation for more information.

**\*\*kwargs**: Keyword arguments to apply to func\_.

#### Returns:

A function to encapsulate a set of variables which should be created once and reused. An enclosing scope will be created either when make\_template is called or when the result is called, depending on the value of create\_scope\_now\_. Regardless of the value, the first time the template is called it will enter the scope with no reuse, and call func\_ to create variables, which are guaranteed to be unique. All subsequent calls will re-enter the scope and reuse those variables.

#### Raises:

**ValueError**: if name\_ is None.

# tf.compat.v1.make\_tensor\_proto

Create a TensorProto.

tf.compat.v1.make\_tensor\_proto(  
    values,  
    dtype=None,  
    shape=None,  
    verify\_shape=False,  
    allow\_broadcast=False  
)

Defined in [python/framework/tensor\_util.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/tensor_util.py).

#### Args:

**values**: Values to put in the TensorProto.

**dtype**: Optional tensor\_pb2 DataType value.

**shape**: List of integers representing the dimensions of tensor.

**verify\_shape**: Boolean that enables verification of a shape of values. allow\_broadcast:Boolean that enables allowing scalars and 1 length vector broadcasting. Cannot be true when verify\_shape is true.

#### Returns:

A TensorProto. Depending on the type, it may contain data in the "tensor\_content" attribute, which is not directly useful to Python programs. To access the values you should convert the proto back to a numpy ndarray with tf.make\_ndarray(proto).

If values is a TensorProto, it is immediately returned; dtype and shape are ignored.

#### Raises:

**TypeError**: if unsupported types are provided.

**ValueError**: if arguments have inappropriate values or if verify\_shape is True and shape of values is not equals to a shape from the argument.

make\_tensor\_proto accepts "values" of a python scalar, a python list, a numpy ndarray, or a numpy scalar.

If "values" is a python scalar or a python list, make\_tensor\_proto first convert it to numpy ndarray. If dtype is None, the conversion tries its best to infer the right numpy data type. Otherwise, the resulting numpy array has a compatible data type with the given dtype.

In either case above, the numpy ndarray (either the caller provided or the auto converted) must have the compatible type with dtype.

make\_tensor\_proto then converts the numpy array to a tensor proto.

If "shape" is None, the resulting tensor proto represents the numpy array precisely.

Otherwise, "shape" specifies the tensor's shape and the numpy array can not have more elements than what "shape" specifies.

# tf.compat.v1.MetaGraphDef
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[Class MetaGraphDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef#class_metagraphdef)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef#properties)

[asset\_file\_def](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef#asset_file_def)

## Class MetaGraphDef

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Child Classes

[class CollectionDefEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry)

[class MetaInfoDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/MetaInfoDef)

[class SignatureDefEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/SignatureDefEntry)

## Properties

### asset\_file\_def

repeated AssetFileDef asset\_file\_def

### collection\_def

repeated CollectionDefEntry collection\_def

### graph\_def

GraphDef graph\_def

### meta\_info\_def

MetaInfoDef meta\_info\_def

### object\_graph\_def

SavedObjectGraph object\_graph\_def

### saver\_def

SaverDef saver\_def

### signature\_def

repeated SignatureDefEntry signature\_def

# tf.compat.v1.MetaGraphDef.CollectionDefEntry

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry#top_of_page)

[Class CollectionDefEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry#class_collectiondefentry)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/CollectionDefEntry#value)

## Class CollectionDefEntry

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Properties

### key

string key

### value

CollectionDef value

# tf.compat.v1.MetaGraphDef.MetaInfoDef
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[Class MetaInfoDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/MetaInfoDef#class_metainfodef)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/MetaInfoDef#properties)

[any\_info](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/MetaInfoDef#any_info)

[meta\_graph\_version](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/MetaInfoDef#meta_graph_version)

## Class MetaInfoDef

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Properties

### any\_info

Any any\_info

### meta\_graph\_version

string meta\_graph\_version

### stripped\_default\_attrs

bool stripped\_default\_attrs

### stripped\_op\_list

OpList stripped\_op\_list

### tags

repeated string tags

### tensorflow\_git\_version

string tensorflow\_git\_version

### tensorflow\_version

string tensorflow\_version

# tf.compat.v1.MetaGraphDef.SignatureDefEntry
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[Class SignatureDefEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/SignatureDefEntry#class_signaturedefentry)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/SignatureDefEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/SignatureDefEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/MetaGraphDef/SignatureDefEntry#value)

## Class SignatureDefEntry

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Properties

### key

string key

### value

SignatureDef value

# tf.compat.v1.min\_max\_variable\_partitioner

Partitioner to allocate minimum size per slice.

tf.compat.v1.min\_max\_variable\_partitioner(  
    max\_partitions=1,  
    axis=0,  
    min\_slice\_size=(256 << 10),  
    bytes\_per\_string\_element=16  
)

Defined in [python/ops/partitioned\_variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/partitioned_variables.py).

Returns a partitioner that partitions the variable of given shape and dtype such that each partition has a minimum of min\_slice\_size slice of the variable. The maximum number of such partitions (upper bound) is given by max\_partitions.

#### Args:

**max\_partitions**: Upper bound on the number of partitions. Defaults to 1.

**axis**: Axis along which to partition the variable. Defaults to 0.

**min\_slice\_size**: Minimum size of the variable slice per partition. Defaults to 256K.

**bytes\_per\_string\_element**: If the Variable is of type string, this provides an estimate of how large each scalar in the Variable is.

#### Returns:

A partition function usable as the partitioner argument to variable\_scope and get\_variable.

# tf.compat.v1.model\_variables

Returns all variables in the MODEL\_VARIABLES collection.

tf.compat.v1.model\_variables(scope=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

#### Args:

**scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

A list of local Variable objects.

# tf.compat.v1.moving\_average\_variables

Returns all variables that maintain their moving averages.

tf.compat.v1.moving\_average\_variables(scope=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

If an ExponentialMovingAverage object is created and the apply() method is called on a list of variables, these variables will be added to the GraphKeys.MOVING\_AVERAGE\_VARIABLES collection. This convenience function returns the contents of that collection.

#### Args:

**scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

A list of Variable objects.

# tf.compat.v1.multinomial

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/multinomial#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/multinomial#aliases)

Draws samples from a multinomial distribution. (deprecated)

### Aliases:

tf.compat.v1.multinomial

tf.compat.v1.random.multinomial

tf.compat.v1.multinomial(  
    logits,  
    num\_samples,  
    seed=None,  
    name=None,  
    output\_dtype=None  
)

Defined in [python/ops/random\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/random_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.random.categorical**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/categorical) instead.

#### Example:

# samples has shape [1, 5], where each value is either 0 or 1 with equal  
# probability.  
samples = tf.random.categorical(tf.math.log([[10., 10.]]), 5)

#### Args:

**logits**: 2-D Tensor with shape [batch\_size, num\_classes]. Each slice [i, :] represents the unnormalized log-probabilities for all classes.

**num\_samples**: 0-D. Number of independent samples to draw for each row slice.

**seed**: A Python integer. Used to create a random seed for the distribution. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed) for behavior.

**name**: Optional name for the operation.

**output\_dtype**: integer type to use for the output. Defaults to int64.

#### Returns:

The drawn samples of shape [batch\_size, num\_samples].

# tf.compat.v1.NameAttrList
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[Class NameAttrList](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList#class_nameattrlist)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList#properties)

[attr](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList#attr)

[name](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList#name)

## Class NameAttrList

Defined in [core/framework/attr\_value.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/attr_value.proto).

## Child Classes

[class AttrEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry)

## Properties

### attr

repeated AttrEntry attr

### name

string name

# tf.compat.v1.NameAttrList.AttrEntry

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry#top_of_page)

[Class AttrEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry#class_attrentry)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NameAttrList/AttrEntry#value)

## Class AttrEntry

Defined in [core/framework/attr\_value.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/attr_value.proto).

## Properties

### key

string key

### value

AttrValue value

# tf.compat.v1.NodeDef

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef#top_of_page)

[Class NodeDef](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef#class_nodedef)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef#properties)

[attr](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef#attr)

## Class NodeDef

Defined in [core/framework/node\_def.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/node_def.proto).

## Child Classes

[class AttrEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/AttrEntry)

[class ExperimentalDebugInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/ExperimentalDebugInfo)

## Properties

### attr

repeated AttrEntry attr

### device

string device

### experimental\_debug\_info

ExperimentalDebugInfo experimental\_debug\_info

### input

repeated string input

### name

string name

### op

string op

# tf.compat.v1.NodeDef.AttrEntry
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[Class AttrEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/AttrEntry#class_attrentry)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/AttrEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/AttrEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/AttrEntry#value)

## Class AttrEntry

Defined in [core/framework/node\_def.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/node_def.proto).

## Properties

### key

string key

### value

AttrValue value

# tf.compat.v1.NodeDef.ExperimentalDebugInfo

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/ExperimentalDebugInfo#top_of_page)

[Class ExperimentalDebugInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/ExperimentalDebugInfo#class_experimentaldebuginfo)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/ExperimentalDebugInfo#properties)

[original\_node\_names](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/NodeDef/ExperimentalDebugInfo#original_node_names)

## Class ExperimentalDebugInfo

Defined in [core/framework/node\_def.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/node_def.proto).

## Properties

### original\_node\_names

repeated string original\_node\_names

# tf.compat.v1.norm

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/norm#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/norm#aliases)

Computes the norm of vectors, matrices, and tensors. (deprecated arguments)

### Aliases:

tf.compat.v1.linalg.norm

tf.compat.v1.norm

tf.compat.v1.norm(  
    tensor,  
    ord='euclidean',  
    axis=None,  
    keepdims=None,  
    name=None,  
    keep\_dims=None  
)

Defined in [python/ops/linalg\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/linalg_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

This function can compute several different vector norms (the 1-norm, the Euclidean or 2-norm, the inf-norm, and in general the p-norm for p > 0) and matrix norms (Frobenius, 1-norm, 2-norm and inf-norm).

#### Args:

**tensor**: Tensor of types float32, float64, complex64, complex128

**ord**: Order of the norm. Supported values are 'fro', 'euclidean', 1, 2, np.inf and any positive real number yielding the corresponding p-norm. Default is 'euclidean' which is equivalent to Frobenius norm if tensor is a matrix and equivalent to 2-norm for vectors. Some restrictions apply: a) The Frobenius norm fro is not defined for vectors, b) If axis is a 2-tuple (matrix norm), only 'euclidean', 'fro', 1, 2, np.inf are supported. See the description of axis on how to compute norms for a batch of vectors or matrices stored in a tensor.

**axis**: If axis is None (the default), the input is considered a vector and a single vector norm is computed over the entire set of values in the tensor, i.e. norm(tensor, ord=ord) is equivalent to norm(reshape(tensor, [-1]), ord=ord). If axis is a Python integer, the input is considered a batch of vectors, and axis determines the axis in tensor over which to compute vector norms. If axis is a 2-tuple of Python integers it is considered a batch of matrices and axis determines the axes in tensor over which to compute a matrix norm. Negative indices are supported. Example: If you are passing a tensor that can be either a matrix or a batch of matrices at runtime, pass axis=[-2,-1] instead of axis=None to make sure that matrix norms are computed.

**keepdims**: If True, the axis indicated in axis are kept with size 1. Otherwise, the dimensions in axis are removed from the output shape.

**name**: The name of the op.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

**output**: A Tensor of the same type as tensor, containing the vector or matrix norms. If keepdims is True then the rank of output is equal to the rank of tensor. Otherwise, if axis is none the output is a scalar, if axis is an integer, the rank of output is one less than the rank of tensor, if axis is a 2-tuple the rank of output is two less than the rank of tensor.

#### Raises:

**ValueError**: If ord or axis is invalid.

#### Numpy Compatibility

Mostly equivalent to numpy.linalg.norm. Not supported: ord <= 0, 2-norm for matrices, nuclear norm. Other differences: a) If axis is None, treats the flattened tensor as a vector regardless of rank. b) Explicitly supports 'euclidean' norm as the default, including for higher order tensors.

# tf.compat.v1.no\_regularizer

Use this function to prevent regularization of variables.

tf.compat.v1.no\_regularizer(\_)

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

# tf.compat.v1.ones\_like

Creates a tensor with all elements set to 1.

tf.compat.v1.ones\_like(  
    tensor,  
    dtype=None,  
    name=None,  
    optimize=True  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Given a single tensor (tensor), this operation returns a tensor of the same type and shape as tensor with all elements set to 1. Optionally, you can specify a new type (dtype) for the returned tensor.

#### For example:

tensor = tf.constant([[1, 2, 3], [4, 5, 6]])  
tf.ones\_like(tensor)  # [[1, 1, 1], [1, 1, 1]]

#### Args:

**tensor**: A Tensor.

**dtype**: A type for the returned Tensor. Must be float32, float64, int8, uint8, int16, uint16, int32, int64, complex64, complex128 or bool.

**name**: A name for the operation (optional).

**optimize**: if true, attempt to statically determine the shape of 'tensor' and encode it as a constant.

#### Returns:

A Tensor with all elements set to 1.

# tf.compat.v1.OptimizerOptions

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions#top_of_page)

[Class OptimizerOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions#class_optimizeroptions)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions#properties)

[do\_common\_subexpression\_elimination](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions#do_common_subexpression_elimination)

[do\_constant\_folding](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/OptimizerOptions#do_constant_folding)

## Class OptimizerOptions

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### do\_common\_subexpression\_elimination

bool do\_common\_subexpression\_elimination

### do\_constant\_folding

bool do\_constant\_folding

### do\_function\_inlining

bool do\_function\_inlining

### global\_jit\_level

GlobalJitLevel global\_jit\_level

### max\_folded\_constant\_in\_bytes

int64 max\_folded\_constant\_in\_bytes

### opt\_level

Level opt\_level

## Class Members

DEFAULT = 0

GlobalJitLevel

L0 = -1

L1 = 0

Level

OFF = -1

ON\_1 = 1

ON\_2 = 2

# tf.compat.v1.op\_scope

DEPRECATED. Same as name\_scope above, just different argument order.

tf.compat.v1.op\_scope(  
    values,  
    name,  
    default\_name=None  
)

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

# tf.compat.v1.pad

Pads a tensor.

tf.compat.v1.pad(  
    tensor,  
    paddings,  
    mode='CONSTANT',  
    name=None,  
    constant\_values=0  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation pads a tensor according to the paddings you specify. paddings is an integer tensor with shape [n, 2], where n is the rank of tensor. For each dimension D of input, paddings[D, 0] indicates how many values to add before the contents of tensor in that dimension, andpaddings[D, 1] indicates how many values to add after the contents of tensor in that dimension. If mode is "REFLECT" then both paddings[D, 0] and paddings[D, 1] must be no greater than tensor.dim\_size(D) - 1. If mode is "SYMMETRIC" then both paddings[D, 0] and paddings[D, 1] must be no greater than tensor.dim\_size(D).

The padded size of each dimension D of the output is:

paddings[D, 0] + tensor.dim\_size(D) + paddings[D, 1]

#### For example:

t = tf.constant([[1, 2, 3], [4, 5, 6]])  
paddings = tf.constant([[1, 1,], [2, 2]])  
# 'constant\_values' is 0.  
# rank of 't' is 2.  
tf.pad(t, paddings, "CONSTANT")  # [[0, 0, 0, 0, 0, 0, 0],  
                                 #  [0, 0, 1, 2, 3, 0, 0],  
                                 #  [0, 0, 4, 5, 6, 0, 0],  
                                 #  [0, 0, 0, 0, 0, 0, 0]]  
  
tf.pad(t, paddings, "REFLECT")  # [[6, 5, 4, 5, 6, 5, 4],  
                                #  [3, 2, 1, 2, 3, 2, 1],  
                                #  [6, 5, 4, 5, 6, 5, 4],  
                                #  [3, 2, 1, 2, 3, 2, 1]]  
  
tf.pad(t, paddings, "SYMMETRIC")  # [[2, 1, 1, 2, 3, 3, 2],  
                                  #  [2, 1, 1, 2, 3, 3, 2],  
                                  #  [5, 4, 4, 5, 6, 6, 5],  
                                  #  [5, 4, 4, 5, 6, 6, 5]]

#### Args:

**tensor**: A Tensor.

**paddings**: A Tensor of type int32.

**mode**: One of "CONSTANT", "REFLECT", or "SYMMETRIC" (case-insensitive)

**name**: A name for the operation (optional).

**constant\_values**: In "CONSTANT" mode, the scalar pad value to use. Must be same type as tensor.

#### Returns:

A Tensor. Has the same type as tensor.

#### Raises:

**ValueError**: When mode is not one of "CONSTANT", "REFLECT", or "SYMMETRIC".

# tf.compat.v1.parse\_example

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_example#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_example#aliases)

Parses Example protos into a dict of tensors.

### Aliases:

tf.compat.v1.io.parse\_example

tf.compat.v1.parse\_example

tf.compat.v1.parse\_example(  
    serialized,  
    features,  
    name=None,  
    example\_names=None  
)

Defined in [python/ops/parsing\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/parsing_ops.py).

Parses a number of serialized [Example](https://www.tensorflow.org/code/tensorflow/core/example/example.proto) protos given in serialized. We refer to serialized as a batch with batch\_size many entries of individual Example protos.

example\_names may contain descriptive names for the corresponding serialized protos. These may be useful for debugging purposes, but they have no effect on the output. If not None, example\_namesmust be the same length as serialized.

This op parses serialized examples into a dictionary mapping keys to Tensor and SparseTensorobjects. features is a dict from keys to VarLenFeature, SparseFeature, and FixedLenFeatureobjects. Each VarLenFeature and SparseFeature is mapped to a SparseTensor, and eachFixedLenFeature is mapped to a Tensor.

Each VarLenFeature maps to a SparseTensor of the specified type representing a ragged matrix. Its indices are [batch, index] where batch identifies the example in serialized, and index is the value's index in the list of values associated with that feature and example.

Each SparseFeature maps to a SparseTensor of the specified type representing a Tensor of dense\_shape [batch\_size] + SparseFeature.size. Its values come from the feature in the examples with key value\_key. A values[i] comes from a position k in the feature of an example at batch entry batch. This positional information is recorded in indices[i] as [batch, index\_0, index\_1, ...] where index\_j is the k-th value of the feature in the example at with key SparseFeature.index\_key[j]. In other words, we split the indices (except the first index indicating the batch entry) of a SparseTensor by dimension into different features of the Example. Due to its complexity a VarLenFeature should be preferred over a SparseFeature whenever possible.

Each FixedLenFeature df maps to a Tensor of the specified type (or [tf.float32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#float32) if not specified) and shape (serialized.size(),) + df.shape.

FixedLenFeature entries with a default\_value are optional. With no default value, we will fail if that Feature is missing from any example in serialized.

Each FixedLenSequenceFeature df maps to a Tensor of the specified type (or [tf.float32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#float32) if not specified) and shape (serialized.size(), None) + df.shape. All examples in serialized will be padded with default\_value along the second dimension.

#### Examples:

For example, if one expects a [tf.float32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#float32) VarLenFeature ft and three serialized Examples are provided:

serialized = [  
  features  
    { feature { key: "ft" value { float\_list { value: [1.0, 2.0] } } } },  
  features  
    { feature []},  
  features  
    { feature { key: "ft" value { float\_list { value: [3.0] } } }  
]

then the output will look like:

{"ft": SparseTensor(indices=[[0, 0], [0, 1], [2, 0]],  
                    values=[1.0, 2.0, 3.0],  
                    dense\_shape=(3, 2)) }

If instead a FixedLenSequenceFeature with default\_value = -1.0 and shape=[] is used then the output will look like:

{"ft": [[1.0, 2.0], [3.0, -1.0]]}

Given two Example input protos in serialized:

[  
  features {  
    feature { key: "kw" value { bytes\_list { value: [ "knit", "big" ] } } }  
    feature { key: "gps" value { float\_list { value: [] } } }  
  },  
  features {  
    feature { key: "kw" value { bytes\_list { value: [ "emmy" ] } } }  
    feature { key: "dank" value { int64\_list { value: [ 42 ] } } }  
    feature { key: "gps" value { } }  
  }  
]

And arguments

example\_names: ["input0", "input1"],  
features: {  
    "kw": VarLenFeature(tf.string),  
    "dank": VarLenFeature(tf.int64),  
    "gps": VarLenFeature(tf.float32),  
}

Then the output is a dictionary:

{  
  "kw": SparseTensor(  
      indices=[[0, 0], [0, 1], [1, 0]],  
      values=["knit", "big", "emmy"]  
      dense\_shape=[2, 2]),  
  "dank": SparseTensor(  
      indices=[[1, 0]],  
      values=[42],  
      dense\_shape=[2, 1]),  
  "gps": SparseTensor(  
      indices=[],  
      values=[],  
      dense\_shape=[2, 0]),  
}

For dense results in two serialized Examples:

[  
  features {  
    feature { key: "age" value { int64\_list { value: [ 0 ] } } }  
    feature { key: "gender" value { bytes\_list { value: [ "f" ] } } }  
   },  
   features {  
    feature { key: "age" value { int64\_list { value: [] } } }  
    feature { key: "gender" value { bytes\_list { value: [ "f" ] } } }  
  }  
]

#### We can use arguments:

example\_names: ["input0", "input1"],  
features: {  
    "age": FixedLenFeature([], dtype=tf.int64, default\_value=-1),  
    "gender": FixedLenFeature([], dtype=tf.string),  
}

And the expected output is:

{  
  "age": [[0], [-1]],  
  "gender": [["f"], ["f"]],  
}

An alternative to VarLenFeature to obtain a SparseTensor is SparseFeature. For example, given two Example input protos in serialized:

[  
  features {  
    feature { key: "val" value { float\_list { value: [ 0.5, -1.0 ] } } }  
    feature { key: "ix" value { int64\_list { value: [ 3, 20 ] } } }  
  },  
  features {  
    feature { key: "val" value { float\_list { value: [ 0.0 ] } } }  
    feature { key: "ix" value { int64\_list { value: [ 42 ] } } }  
  }  
]

And arguments

example\_names: ["input0", "input1"],  
features: {  
    "sparse": SparseFeature(  
        index\_key="ix", value\_key="val", dtype=tf.float32, size=100),  
}

Then the output is a dictionary:

{  
  "sparse": SparseTensor(  
      indices=[[0, 3], [0, 20], [1, 42]],  
      values=[0.5, -1.0, 0.0]  
      dense\_shape=[2, 100]),  
}

#### Args:

**serialized**: A vector (1-D Tensor) of strings, a batch of binary serialized Example protos.

**features**: A dict mapping feature keys to FixedLenFeature, VarLenFeature, and SparseFeature values.

**name**: A name for this operation (optional).

**example\_names**: A vector (1-D Tensor) of strings (optional), the names of the serialized protos in the batch.

#### Returns:

A dict mapping feature keys to Tensor and SparseTensor values.

#### Raises:

**ValueError**: if any feature is invalid.

# tf.compat.v1.parse\_single\_example

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_single_example#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/parse_single_example#aliases)

Parses a single Example proto.

### Aliases:

tf.compat.v1.io.parse\_single\_example

tf.compat.v1.parse\_single\_example

tf.compat.v1.parse\_single\_example(  
    serialized,  
    features,  
    name=None,  
    example\_names=None  
)

Defined in [python/ops/parsing\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/parsing_ops.py).

Similar to parse\_example, except:

For dense tensors, the returned Tensor is identical to the output of parse\_example, except there is no batch dimension, the output shape is the same as the shape given in dense\_shape.

For SparseTensors, the first (batch) column of the indices matrix is removed (the indices matrix is a column vector), the values vector is unchanged, and the first (batch\_size) entry of the shape vector is removed (it is now a single element vector).

One might see performance advantages by batching Example protos with parse\_example instead of using this function directly.

#### Args:

**serialized**: A scalar string Tensor, a single serialized Example. See \_parse\_single\_example\_raw documentation for more details.

**features**: A dict mapping feature keys to FixedLenFeature or VarLenFeature values.

**name**: A name for this operation (optional).

**example\_names**: (Optional) A scalar string Tensor, the associated name. See \_parse\_single\_example\_raw documentation for more details.

#### Returns:

A dict mapping feature keys to Tensor and SparseTensor values.

#### Raises:

**ValueError**: if any feature is invalid.

# tf.compat.v1.placeholder

Inserts a placeholder for a tensor that will be always fed.

tf.compat.v1.placeholder(  
    dtype,  
    shape=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Important**: This tensor will produce an error if evaluated. Its value must be fed using the feed\_dictoptional argument to Session.run(), Tensor.eval(), or Operation.run().

#### For example:

x = tf.compat.v1.placeholder(tf.float32, shape=(1024, 1024))  
y = tf.matmul(x, x)  
  
with tf.compat.v1.Session() as sess:  
  print(sess.run(y))  # ERROR: will fail because x was not fed.  
  
  rand\_array = np.random.rand(1024, 1024)  
  print(sess.run(y, feed\_dict={x: rand\_array}))  # Will succeed.

#### Args:

**dtype**: The type of elements in the tensor to be fed.

**shape**: The shape of the tensor to be fed (optional). If the shape is not specified, you can feed a tensor of any shape.

**name**: A name for the operation (optional).

#### Returns:

A Tensor that may be used as a handle for feeding a value, but not evaluated directly.

#### Raises:

**RuntimeError**: if eager execution is enabled

#### Eager Compatibility

Placeholders are not compatible with eager execution.

# tf.compat.v1.placeholder\_with\_default

A placeholder op that passes through input when its output is not fed.

tf.compat.v1.placeholder\_with\_default(  
    input,  
    shape,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

#### Args:

**input**: A Tensor. The default value to produce when output is not fed.

**shape**: A [tf.TensorShape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/TensorShape) or list of ints. The (possibly partial) shape of the tensor.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

tf.compat.v1.Print

Prints a list of tensors. (deprecated)

tf.compat.v1.Print(  
    input\_,  
    data,  
    message=None,  
    first\_n=None,  
    summarize=None,  
    name=None  
)

Defined in [python/ops/logging\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/logging_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2018-08-20. Instructions for updating: Use tf.print instead of tf.Print. Note that tf.print returns a no-output operator that directly prints the output. Outside of defuns or eager mode, this operator will not be executed unless it is directly specified in session.run or used as a control dependency for other operators. This is only a concern in graph mode. Below is an example of how to ensure tf.print executes in graph mode:

    sess = tf.compat.v1.Session()  
    with sess.as\_default():  
        tensor = tf.range(10)  
        print\_op = tf.print(tensor)  
        with tf.control\_dependencies([print\_op]):  
          out = tf.add(tensor, tensor)  
        sess.run(out)  
    ```  
Additionally, to use tf.print in python 2.7, users must make sure to import  
the following:  
  
  `from \_\_future\_\_ import print\_function`  
  
  
This is an identity op (behaves like <a href="../../../tf/identity"><code>tf.identity</code></a>) with the side effect  
of printing `data` when evaluating.  
  
Note: This op prints to the standard error. It is not currently compatible  
  with jupyter notebook (printing to the notebook \*server's\* output, not into  
  the notebook).  
  
#### Args:  
  
  
\* <b>`input\_`</b>: A tensor passed through this op.  
\* <b>`data`</b>: A list of tensors to print out when op is evaluated.  
\* <b>`message`</b>: A string, prefix of the error message.  
\* <b>`first\_n`</b>: Only log `first\_n` number of times. Negative numbers log always;  
  this is the default.  
\* <b>`summarize`</b>: Only print this many entries of each tensor. If None, then a  
  maximum of 3 elements are printed per input tensor.  
\* <b>`name`</b>: A name for the operation (optional).  
  
  
#### Returns:  
  
A `Tensor`. Has the same type and contents as `input\_`.

# tf.compat.v1.py\_func

Wraps a python function and uses it as a TensorFlow op.

tf.compat.v1.py\_func(  
    func,  
    inp,  
    Tout,  
    stateful=True,  
    name=None  
)

Defined in [python/ops/script\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/script_ops.py).

Given a python function func, which takes numpy arrays as its arguments and returns numpy arrays as its outputs, wrap this function as an operation in a TensorFlow graph. The following snippet constructs a simple TensorFlow graph that invokes the np.sinh() NumPy function as a operation in the graph:

def my\_func(x):  
  # x will be a numpy array with the contents of the placeholder below  
  return np.sinh(x)  
input = tf.compat.v1.placeholder(tf.float32)  
y = tf.compat.v1.py\_func(my\_func, [input], tf.float32)

**N.B.** The tf.compat.v1.py\_func() operation has the following known limitations:

The body of the function (i.e. func) will not be serialized in a GraphDef. Therefore, you should not use this function if you need to serialize your model and restore it in a different environment.

The operation must run in the same address space as the Python program that calls tf.compat.v1.py\_func(). If you are using distributed TensorFlow, you must run a [tf.distribute.Server](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/distribute/Server) in the same process as the program that callstf.compat.v1.py\_func() and you must pin the created operation to a device in that server (e.g. using with tf.device():).

#### Args:

**func**: A Python function, which accepts ndarray objects as arguments and returns a list of ndarray objects (or a single ndarray). This function must accept as many arguments as there are tensors in inp, and these argument types will match the corresponding [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects in inp. The returns ndarrays must match the number and types defined Tout. Important Note: Input and output numpy ndarrays of func are not guaranteed to be copies. In some cases their underlying memory will be shared with the corresponding TensorFlow tensors. In-place modification or storing func input or return values in python datastructures without explicit (np.)copy can have non-deterministic consequences.

**inp**: A list of Tensor objects.

**Tout**: A list or tuple of tensorflow data types or a single tensorflow data type if there is only one, indicating what func returns.

**stateful**: (Boolean.) If True, the function should be considered stateful. If a function is stateless, when given the same input it will return the same output and have no observable side effects. Optimizations such as common subexpression elimination are only performed on stateless operations.

**name**: A name for the operation (optional).

#### Returns:

A list of Tensor or a single Tensor which func computes.

# tf.compat.v1.quantize\_v2

Please use [tf.quantization.quantize](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/quantization/quantize) instead.

tf.compat.v1.quantize\_v2(  
    input,  
    min\_range,  
    max\_range,  
    T,  
    mode='MIN\_COMBINED',  
    name=None,  
    round\_mode='HALF\_AWAY\_FROM\_ZERO'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

# tf.compat.v1.random\_normal\_initializer
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## Class random\_normal\_initializer

Initializer that generates tensors with a normal distribution.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Initializer)

### Aliases:

Class tf.compat.v1.initializers.random\_normal

Class tf.compat.v1.random\_normal\_initializer

Defined in [python/ops/init\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops.py).

#### Args:

**mean**: a python scalar or a scalar tensor. Mean of the random values to generate.

**stddev**: a python scalar or a scalar tensor. Standard deviation of the random values to generate.

**seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

**dtype**: Default data type, used if no dtype argument is provided when calling the initializer. Only floating point types are supported.

## \_\_init\_\_

\_\_init\_\_(  
    mean=0.0,  
    stddev=1.0,  
    seed=None,  
    dtype=tf.dtypes.float32  
)

DEPRECATED FUNCTION ARGUMENTS

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dtype)**. They will be removed in a future version. Instructions for updating: Call initializer instance with the dtype argument instead of passing it to the constructor

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=None,  
    partition\_info=None  
)

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

**config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.compat.v1.random\_poisson
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/random_poisson#aliases)

Draws shape samples from each of the given Poisson distribution(s).

### Aliases:

tf.compat.v1.random.poisson

tf.compat.v1.random\_poisson

tf.compat.v1.random\_poisson(  
    lam,  
    shape,  
    dtype=tf.dtypes.float32,  
    seed=None,  
    name=None  
)

Defined in [python/ops/random\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/random_ops.py).

lam is the rate parameter describing the distribution(s).

#### Example:

samples = tf.random.poisson([0.5, 1.5], [10])  
# samples has shape [10, 2], where each slice [:, 0] and [:, 1] represents  
# the samples drawn from each distribution  
  
samples = tf.random.poisson([12.2, 3.3], [7, 5])  
# samples has shape [7, 5, 2], where each slice [:, :, 0] and [:, :, 1]  
# represents the 7x5 samples drawn from each of the two distributions

#### Args:

**lam**: A Tensor or Python value or N-D array of type dtype. lam provides the rate parameter(s) describing the poisson distribution(s) to sample.

**shape**: A 1-D integer Tensor or Python array. The shape of the output samples to be drawn per "rate"-parameterized distribution.

**dtype**: The type of the output: float16, float32, float64, int32 or int64.

**seed**: A Python integer. Used to create a random seed for the distributions. See[tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed) for behavior.

**name**: Optional name for the operation.

#### Returns:

**samples**: a Tensor of shape tf.concat([shape, tf.shape(lam)], axis=0) with values of type dtype.

# tf.compat.v1.random\_uniform\_initializer
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## Class random\_uniform\_initializer

Initializer that generates tensors with a uniform distribution.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Initializer)

### Aliases:

Class tf.compat.v1.initializers.random\_uniform

Class tf.compat.v1.random\_uniform\_initializer

Defined in [python/ops/init\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops.py).

#### Args:

**minval**: A python scalar or a scalar tensor. Lower bound of the range of random values to generate.

**maxval**: A python scalar or a scalar tensor. Upper bound of the range of random values to generate. Defaults to 1 for float types.

**seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

**dtype**: Default data type, used if no dtype argument is provided when calling the initializer.

## \_\_init\_\_

\_\_init\_\_(  
    minval=0,  
    maxval=None,  
    seed=None,  
    dtype=tf.dtypes.float32  
)

DEPRECATED FUNCTION ARGUMENTS

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dtype)**. They will be removed in a future version. Instructions for updating: Call initializer instance with the dtype argument instead of passing it to the constructor

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=None,  
    partition\_info=None  
)

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

**config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.compat.v1.ReaderBase
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## Class ReaderBase

Base class for different Reader types, that produce a record every step.

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

Conceptually, Readers convert string 'work units' into records (key, value pairs). Typically the 'work units' are filenames and the records are extracted from the contents of those files. We want a single record produced per step, but a work unit can correspond to many records.

Therefore we introduce some decoupling using a queue. The queue contains the work units and the Reader dequeues from the queue when it is asked to produce a record (via Read()) but it has finished the last work unit.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(  
    reader\_ref,  
    supports\_serialize=False  
)

Creates a new ReaderBase.

#### Args:

**reader\_ref**: The operation that implements the reader.

**supports\_serialize**: True if the reader implementation can serialize its state.

#### Raises:

**RuntimeError**: If eager execution is enabled.

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.reduce\_all
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Computes the "logical and" of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_all

tf.compat.v1.reduce\_all

tf.compat.v1.reduce\_all(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### For example:

x = tf.constant([[True,  True], [False, False]])  
tf.reduce\_all(x)  # False  
tf.reduce\_all(x, 0)  # [False, False]  
tf.reduce\_all(x, 1)  # [True, False]

#### Args:

**input\_tensor**: The boolean tensor to reduce.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.all

# tf.compat.v1.reduce\_any
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Computes the "logical or" of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_any

tf.compat.v1.reduce\_any

tf.compat.v1.reduce\_any(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### For example:

x = tf.constant([[True,  True], [False, False]])  
tf.reduce\_any(x)  # True  
tf.reduce\_any(x, 0)  # [True, True]  
tf.reduce\_any(x, 1)  # [True, False]

#### Args:

**input\_tensor**: The boolean tensor to reduce.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.any

# tf.compat.v1.reduce\_join

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_join#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_join#aliases)

Joins a string Tensor across the given dimensions.

### Aliases:

tf.compat.v1.reduce\_join

tf.compat.v1.strings.reduce\_join

tf.compat.v1.reduce\_join(  
    inputs,  
    axis=None,  
    keep\_dims=False,  
    separator='',  
    name=None,  
    reduction\_indices=None,  
    keepdims=None  
)

Defined in [python/ops/string\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/string_ops.py).

Computes the string join across dimensions in the given string Tensor of shape [\\(d\_0, d\_1, ..., d\_{n-1}\\)]. Returns a new Tensor created by joining the input strings with the given separator (default: empty string). Negative indices are counted backwards from the end, with -1 being equivalent to n - 1. If indices are not specified, joins across all dimensions beginning from n - 1through 0.

#### For example:

# tensor `a` is [["a", "b"], ["c", "d"]]  
tf.strings.reduce\_join(a, 0) ==> ["ac", "bd"]  
tf.strings.reduce\_join(a, 1) ==> ["ab", "cd"]  
tf.strings.reduce\_join(a, -2) = tf.strings.reduce\_join(a, 0) ==> ["ac", "bd"]  
tf.strings.reduce\_join(a, -1) = tf.strings.reduce\_join(a, 1) ==> ["ab", "cd"]  
tf.strings.reduce\_join(a, 0, keep\_dims=True) ==> [["ac", "bd"]]  
tf.strings.reduce\_join(a, 1, keep\_dims=True) ==> [["ab"], ["cd"]]  
tf.strings.reduce\_join(a, 0, separator=".") ==> ["a.c", "b.d"]  
tf.strings.reduce\_join(a, [0, 1]) ==> "acbd"  
tf.strings.reduce\_join(a, [1, 0]) ==> "abcd"  
tf.strings.reduce\_join(a, []) ==> [["a", "b"], ["c", "d"]]  
tf.strings.reduce\_join(a) = tf.strings.reduce\_join(a, [1, 0]) ==> "abcd"

#### Args:

**inputs**: A Tensor of type string. The input to be joined. All reduced indices must have non-zero size.

**axis**: A Tensor of type int32. The dimensions to reduce over. Dimensions are reduced in the order specified. Omitting axis is equivalent to passing [n-1, n-2, ..., 0]. Negative indices from -n to -1 are supported.

**keep\_dims**: An optional bool. Defaults to False. If True, retain reduced dimensions with length 1.

**separator**: An optional string. Defaults to "". The separator to use when joining.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type string.

# tf.compat.v1.reduce\_logsumexp

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_logsumexp#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_logsumexp#aliases)

Computes log(sum(exp(elements across dimensions of a tensor))). (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_logsumexp

tf.compat.v1.reduce\_logsumexp

tf.compat.v1.reduce\_logsumexp(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis has no entries, all dimensions are reduced, and a tensor with a single element is returned.

This function is more numerically stable than log(sum(exp(input))). It avoids overflows caused by taking the exp of large inputs and underflows caused by taking the log of small inputs.

#### For example:

x = tf.constant([[0., 0., 0.], [0., 0., 0.]])  
tf.reduce\_logsumexp(x)  # log(6)  
tf.reduce\_logsumexp(x, 0)  # [log(2), log(2), log(2)]  
tf.reduce\_logsumexp(x, 1)  # [log(3), log(3)]  
tf.reduce\_logsumexp(x, 1, keepdims=True)  # [[log(3)], [log(3)]]  
tf.reduce\_logsumexp(x, [0, 1])  # log(6)

#### Args:

**input\_tensor**: The tensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

# tf.compat.v1.reduce\_max
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_max#aliases)

Computes the maximum of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_max

tf.compat.v1.reduce\_max

tf.compat.v1.reduce\_max(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### Args:

**input\_tensor**: The tensor to reduce. Should have real numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.max

# tf.compat.v1.reduce\_mean

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_mean#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_mean#aliases)

Computes the mean of elements across dimensions of a tensor.

### Aliases:

tf.compat.v1.math.reduce\_mean

tf.compat.v1.reduce\_mean

tf.compat.v1.reduce\_mean(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### For example:

x = tf.constant([[1., 1.], [2., 2.]])  
tf.reduce\_mean(x)  # 1.5  
tf.reduce\_mean(x, 0)  # [1.5, 1.5]  
tf.reduce\_mean(x, 1)  # [1.,  2.]

#### Args:

**input\_tensor**: The tensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.mean

Please note that np.mean has a dtype parameter that could be used to specify the output type. By default this is dtype=float64. On the other hand, [tf.reduce\_mean](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/reduce_mean) has an aggressive type inference from input\_tensor, for example:

x = tf.constant([1, 0, 1, 0])  
tf.reduce\_mean(x)  # 0  
y = tf.constant([1., 0., 1., 0.])  
tf.reduce\_mean(y)  # 0.5

# tf.compat.v1.reduce\_min

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_min#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_min#aliases)

Computes the minimum of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_min

tf.compat.v1.reduce\_min

tf.compat.v1.reduce\_min(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### Args:

**input\_tensor**: The tensor to reduce. Should have real numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.min

# tf.compat.v1.reduce\_prod
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_prod#aliases)

Computes the product of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_prod

tf.compat.v1.reduce\_prod

tf.compat.v1.reduce\_prod(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### Args:

**input\_tensor**: The tensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor.

#### Numpy Compatibility

Equivalent to np.prod

# tf.compat.v1.reduce\_sum
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/reduce_sum#aliases)

Computes the sum of elements across dimensions of a tensor. (deprecated arguments)

### Aliases:

tf.compat.v1.math.reduce\_sum

tf.compat.v1.reduce\_sum

tf.compat.v1.reduce\_sum(  
    input\_tensor,  
    axis=None,  
    keepdims=None,  
    name=None,  
    reduction\_indices=None,  
    keep\_dims=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

Reduces input\_tensor along the dimensions given in axis. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in axis. If keepdims is true, the reduced dimensions are retained with length 1.

If axis is None, all dimensions are reduced, and a tensor with a single element is returned.

#### For example:

x = tf.constant([[1, 1, 1], [1, 1, 1]])  
tf.reduce\_sum(x)  # 6  
tf.reduce\_sum(x, 0)  # [2, 2, 2]  
tf.reduce\_sum(x, 1)  # [3, 3]  
tf.reduce\_sum(x, 1, keepdims=True)  # [[3], [3]]  
tf.reduce\_sum(x, [0, 1])  # 6

#### Args:

**input\_tensor**: The tensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce. If None (the default), reduces all dimensions. Must be in the range [-rank(input\_tensor), rank(input\_tensor)).

**keepdims**: If true, retains reduced dimensions with length 1.

**name**: A name for the operation (optional).

**reduction\_indices**: The old (deprecated) name for axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced tensor, of the same dtype as the input\_tensor.

#### Numpy Compatibility

Equivalent to np.sum apart the fact that numpy upcast uint8 and int32 to int64 while tensorflow returns the same dtype as the input.

# tf.compat.v1.report\_uninitialized\_variables

Adds ops to list the names of uninitialized variables.

tf.compat.v1.report\_uninitialized\_variables(  
    var\_list=None,  
    name='report\_uninitialized\_variables'  
)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

When run, it returns a 1-D tensor containing the names of uninitialized variables if there are any, or an empty array if there are none.

#### Args:

**var\_list**: List of Variable objects to check. Defaults to the value of global\_variables() + local\_variables()

**name**: Optional name of the Operation.

#### Returns:

A 1-D tensor containing names of the uninitialized variables, or an empty 1-D tensor if there are no variables or no uninitialized variables.

**NOTE** The output of this function should be used. If it is not, a warning will be logged. To mark the output as used, call its .mark\_used() method.

# tf.compat.v1.reset\_default\_graph

Clears the default graph stack and resets the global default graph.

tf.compat.v1.reset\_default\_graph()

Defined in [python/framework/ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/ops.py).

NOTE: The default graph is a property of the current thread. This function applies only to the current thread. Calling this function while a [tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session) or [tf.compat.v1.InteractiveSession](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/InteractiveSession) is active will result in undefined behavior. Using any previously created [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation) or [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor) objects after calling this function will result in undefined behavior. Raises: AssertionError: If this function is called within a nested graph.

# tf.compat.v1.resource\_variables\_enabled

Returns True if resource variables are enabled.

tf.compat.v1.resource\_variables\_enabled()

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

Resource variables are improved versions of TensorFlow variables with a well-defined memory model. Accessing a resource variable reads its value, and all ops which access a specific read value of the variable are guaranteed to see the same value for that tensor. Writes which happen after a read (by having a control or data dependency on the read) are guaranteed not to affect the value of the read tensor, and similarly writes which happen before a read are guaranteed to affect the value. No guarantees are made about unordered read/write pairs.

Calling tf.enable\_resource\_variables() lets you opt-in to this TensorFlow 2.0 feature.

# tf.compat.v1.reverse\_sequence

Reverses variable length slices.

tf.compat.v1.reverse\_sequence(  
    input,  
    seq\_lengths,  
    seq\_axis=None,  
    batch\_axis=None,  
    name=None,  
    seq\_dim=None,  
    batch\_dim=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This op first slices input along the dimension batch\_axis, and for each slice i, reverses the first seq\_lengths[i] elements along the dimension seq\_axis.

The elements of seq\_lengths must obey seq\_lengths[i] <= input.dims[seq\_dim], and seq\_lengths must be a vector of length input.dims[batch\_dim].

The output slice i along dimension batch\_axis is then given by input slice i, with the first seq\_lengths[i] slices along dimension seq\_axis reversed.

#### For example:

# Given this:  
batch\_dim = 0  
seq\_dim = 1  
input.dims = (4, 8, ...)  
seq\_lengths = [7, 2, 3, 5]  
  
# then slices of input are reversed on seq\_dim, but only up to seq\_lengths:  
output[0, 0:7, :, ...] = input[0, 7:0:-1, :, ...]  
output[1, 0:2, :, ...] = input[1, 2:0:-1, :, ...]  
output[2, 0:3, :, ...] = input[2, 3:0:-1, :, ...]  
output[3, 0:5, :, ...] = input[3, 5:0:-1, :, ...]  
  
# while entries past seq\_lens are copied through:  
output[0, 7:, :, ...] = input[0, 7:, :, ...]  
output[1, 2:, :, ...] = input[1, 2:, :, ...]  
output[2, 3:, :, ...] = input[2, 3:, :, ...]  
output[3, 2:, :, ...] = input[3, 2:, :, ...]

In contrast, if:

# Given this:  
batch\_dim = 2  
seq\_dim = 0  
input.dims = (8, ?, 4, ...)  
seq\_lengths = [7, 2, 3, 5]  
  
# then slices of input are reversed on seq\_dim, but only up to seq\_lengths:  
output[0:7, :, 0, :, ...] = input[7:0:-1, :, 0, :, ...]  
output[0:2, :, 1, :, ...] = input[2:0:-1, :, 1, :, ...]  
output[0:3, :, 2, :, ...] = input[3:0:-1, :, 2, :, ...]  
output[0:5, :, 3, :, ...] = input[5:0:-1, :, 3, :, ...]  
  
# while entries past seq\_lens are copied through:  
output[7:, :, 0, :, ...] = input[7:, :, 0, :, ...]  
output[2:, :, 1, :, ...] = input[2:, :, 1, :, ...]  
output[3:, :, 2, :, ...] = input[3:, :, 2, :, ...]  
output[2:, :, 3, :, ...] = input[2:, :, 3, :, ...]

#### Args:

**input**: A Tensor. The input to reverse.

**seq\_lengths**: A Tensor. Must be one of the following types: int32, int64. 1-D with length input.dims(batch\_dim) and max(seq\_lengths) <= input.dims(seq\_dim)

**seq\_axis**: An int. The dimension which is partially reversed.

**batch\_axis**: An optional int. Defaults to 0. The dimension along which reversal is performed.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.compat.v1.RunMetadata
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[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata#properties)

[cost\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata#cost_graph)

## Class RunMetadata

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Child Classes

[class FunctionGraphs](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs)

## Properties

### cost\_graph

CostGraphDef cost\_graph

### function\_graphs

repeated FunctionGraphs function\_graphs

### partition\_graphs

repeated GraphDef partition\_graphs

### step\_stats

StepStats step\_stats

# tf.compat.v1.RunMetadata.FunctionGraphs
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[Class FunctionGraphs](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs#class_functiongraphs)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs#properties)

[partition\_graphs](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs#partition_graphs)

[post\_optimization\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs#post_optimization_graph)

[pre\_optimization\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata/FunctionGraphs#pre_optimization_graph)

## Class FunctionGraphs

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### partition\_graphs

repeated GraphDef partition\_graphs

### post\_optimization\_graph

GraphDef post\_optimization\_graph

### pre\_optimization\_graph

GraphDef pre\_optimization\_graph

# tf.compat.v1.RunOptions
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[Class RunOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions#class_runoptions)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions#properties)

[debug\_options](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions#debug_options)

## Class RunOptions

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Child Classes

[class Experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental)

## Properties

### debug\_options

DebugOptions debug\_options

### experimental

Experimental experimental

### inter\_op\_thread\_pool

int32 inter\_op\_thread\_pool

### output\_partition\_graphs

bool output\_partition\_graphs

### report\_tensor\_allocations\_upon\_oom

bool report\_tensor\_allocations\_upon\_oom

### timeout\_in\_ms

int64 timeout\_in\_ms

### trace\_level

TraceLevel trace\_level

## Class Members

FULL\_TRACE = 3

HARDWARE\_TRACE = 2

NO\_TRACE = 0

SOFTWARE\_TRACE = 1

TraceLevel

# tf.compat.v1.RunOptions.Experimental

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental#top_of_page)

[Class Experimental](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental#class_experimental)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental#properties)

[collective\_graph\_key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental#collective_graph_key)

[use\_run\_handler\_pool](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions/Experimental#use_run_handler_pool)

## Class Experimental

Defined in [core/protobuf/config.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/config.proto).

## Properties

### collective\_graph\_key

int64 collective\_graph\_key

### use\_run\_handler\_pool

bool use\_run\_handler\_pool

# tf.compat.v1.scalar\_mul

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scalar_mul#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/scalar_mul#aliases)

Multiplies a scalar times a Tensor or IndexedSlices object.

### Aliases:

tf.compat.v1.math.scalar\_mul

tf.compat.v1.scalar\_mul

tf.compat.v1.scalar\_mul(  
    scalar,  
    x,  
    name=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Intended for use in gradient code which might deal with IndexedSlices objects, which are easy to multiply by a scalar but more expensive to multiply with arbitrary tensors.

#### Args:

**scalar**: A 0-D scalar Tensor. Must have known shape.

**x**: A Tensor or IndexedSlices to be scaled.

**name**: A name for the operation (optional).

#### Returns:

scalar \* x of the same type (Tensor or IndexedSlices) as x.

#### Raises:

**ValueError**: if scalar is not a 0-D scalar.

# tf.compat.v1.scatter\_add

Adds sparse updates to the variable referenced by resource.

tf.compat.v1.scatter\_add(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

    # Scalar indices  
    ref[indices, ...] += updates[...]  
  
    # Vector indices (for each i)  
    ref[indices[i], ...] += updates[i, ...]  
  
    # High rank indices (for each i, ..., j)  
    ref[indices[i, ..., j], ...] += updates[i, ..., j, ...]

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the updated value. Duplicate entries are handled correctly: if multiple indices reference the same location, their contributions add.

Requires updates.shape = indices.shape + ref.shape[1:].
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#### Args:

**ref**: A Variable.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to store in ref.

**use\_locking**: An optional bool. Defaults to False. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

Same as ref. Returned as a convenience for operations that want to use the updated values after the update is done.

# tf.compat.v1.scatter\_div

Divides a variable reference by sparse updates.

tf.compat.v1.scatter\_div(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

    # Scalar indices  
    ref[indices, ...] /= updates[...]  
  
    # Vector indices (for each i)  
    ref[indices[i], ...] /= updates[i, ...]  
  
    # High rank indices (for each i, ..., j)  
    ref[indices[i, ..., j], ...] /= updates[i, ..., j, ...]

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

Duplicate entries are handled correctly: if multiple indices reference the same location, their contributions divide.

Requires updates.shape = indices.shape + ref.shape[1:] or updates.shape = [].

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of values that ref is divided by.

**use\_locking**: An optional bool. Defaults to False. If True, the operation will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_max

Reduces sparse updates into a variable reference using the max operation.

tf.compat.v1.scatter\_max(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

# Scalar indices  
ref[indices, ...] = max(ref[indices, ...], updates[...])  
  
# Vector indices (for each i)  
ref[indices[i], ...] = max(ref[indices[i], ...], updates[i, ...])  
  
# High rank indices (for each i, ..., j)  
ref[indices[i, ..., j], ...] = max(ref[indices[i, ..., j], ...],  
updates[i, ..., j, ...])

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

Duplicate entries are handled correctly: if multiple indices reference the same location, their contributions combine.

Requires updates.shape = indices.shape + ref.shape[1:] or updates.shape = [].
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#### Args:

**ref**: A mutable Tensor. Must be one of the following types: half, bfloat16, float32, float64, int32, int64. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to reduce into ref.

**use\_locking**: An optional bool. Defaults to False. If True, the update will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_min

Reduces sparse updates into a variable reference using the min operation.

tf.compat.v1.scatter\_min(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

# Scalar indices  
ref[indices, ...] = min(ref[indices, ...], updates[...])  
  
# Vector indices (for each i)  
ref[indices[i], ...] = min(ref[indices[i], ...], updates[i, ...])  
  
# High rank indices (for each i, ..., j)  
ref[indices[i, ..., j], ...] = min(ref[indices[i, ..., j], ...],  
updates[i, ..., j, ...])

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

Duplicate entries are handled correctly: if multiple indices reference the same location, their contributions combine.

Requires updates.shape = indices.shape + ref.shape[1:] or updates.shape = [].
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#### Args:

**ref**: A mutable Tensor. Must be one of the following types: half, bfloat16, float32, float64, int32, int64. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to reduce into ref.

**use\_locking**: An optional bool. Defaults to False. If True, the update will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_mul

Multiplies sparse updates into a variable reference.

tf.compat.v1.scatter\_mul(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

    # Scalar indices  
    ref[indices, ...] \*= updates[...]  
  
    # Vector indices (for each i)  
    ref[indices[i], ...] \*= updates[i, ...]  
  
    # High rank indices (for each i, ..., j)  
    ref[indices[i, ..., j], ...] \*= updates[i, ..., j, ...]

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

Duplicate entries are handled correctly: if multiple indices reference the same location, their contributions multiply.

Requires updates.shape = indices.shape + ref.shape[1:] or updates.shape = [].

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to multiply to ref.

**use\_locking**: An optional bool. Defaults to False. If True, the operation will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_nd\_add

Applies sparse addition to individual values or slices in a Variable.

tf.compat.v1.scatter\_nd\_add(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

ref is a Tensor with rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into ref. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of ref.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, ref.shape[K], ..., ref.shape[P-1]]

For example, say we want to add 4 scattered elements to a rank-1 tensor to 8 elements. In Python, that addition would look like this:

ref = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
indices = tf.constant([[4], [3], [1], [7]])  
updates = tf.constant([9, 10, 11, 12])  
add = tf.compat.v1.scatter\_nd\_add(ref, indices, updates)  
with tf.compat.v1.Session() as sess:  
  print sess.run(add)

The resulting update to ref would look like this:

[1, 13, 3, 14, 14, 6, 7, 20]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64. A mutable Tensor. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to add to ref.

**use\_locking**: An optional bool. Defaults to False. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_nd\_sub

Applies sparse subtraction to individual values or slices in a Variable.

tf.compat.v1.scatter\_nd\_sub(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

ref is a Tensor with rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into ref. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of ref.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, ref.shape[K], ..., ref.shape[P-1]]

For example, say we want to subtract 4 scattered elements from a rank-1 tensor with 8 elements. In Python, that update would look like this:

ref = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
indices = tf.constant([[4], [3], [1] ,[7]])  
updates = tf.constant([9, 10, 11, 12])  
op = tf.compat.v1.scatter\_nd\_sub(ref, indices, updates)  
with tf.compat.v1.Session() as sess:  
  print sess.run(op)

The resulting update to ref would look like this:

[1, -9, 3, -6, -6, 6, 7, -4]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64. A mutable Tensor. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to add to ref.

**use\_locking**: An optional bool. Defaults to False. An optional bool. Defaults to True. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_nd\_update

Applies sparse updates to individual values or slices in a Variable.

tf.compat.v1.scatter\_nd\_update(  
    ref,  
    indices,  
    updates,  
    use\_locking=True,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

ref is a Tensor with rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into ref. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of ref.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, ref.shape[K], ..., ref.shape[P-1]].

For example, say we want to update 4 scattered elements to a rank-1 tensor to 8 elements. In Python, that update would look like this:

    ref = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
    indices = tf.constant([[4], [3], [1] ,[7]])  
    updates = tf.constant([9, 10, 11, 12])  
    update = tf.compat.v1.scatter\_nd\_update(ref, indices, updates)  
    with tf.compat.v1.Session() as sess:  
      print sess.run(update)

The resulting update to ref would look like this:

[1, 11, 3, 10, 9, 6, 7, 12]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**ref**: A Variable.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into ref.

**updates**: A Tensor. Must have the same type as ref. A Tensor. Must have the same type as ref. A tensor of updated values to add to ref.

**use\_locking**: An optional bool. Defaults to True. An optional bool. Defaults to True. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

The value of the variable after the update.

# tf.compat.v1.scatter\_sub

Subtracts sparse updates to a variable reference.

tf.compat.v1.scatter\_sub(  
    ref,  
    indices,  
    updates,  
    use\_locking=False,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

    # Scalar indices  
    ref[indices, ...] -= updates[...]  
  
    # Vector indices (for each i)  
    ref[indices[i], ...] -= updates[i, ...]  
  
    # High rank indices (for each i, ..., j)  
    ref[indices[i, ..., j], ...] -= updates[i, ..., j, ...]

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

Duplicate entries are handled correctly: if multiple indices reference the same location, their (negated) contributions add.

Requires updates.shape = indices.shape + ref.shape[1:] or updates.shape = [].
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#### Args:

**ref**: A mutable Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, complex64, int64, qint8, quint8, qint32, bfloat16, uint16, complex128, half, uint32, uint64. Should be from a Variable node.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to subtract from ref.

**use\_locking**: An optional bool. Defaults to False. If True, the subtraction will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

A mutable Tensor. Has the same type as ref.

# tf.compat.v1.scatter\_update

Applies sparse updates to a variable reference.

tf.compat.v1.scatter\_update(  
    ref,  
    indices,  
    updates,  
    use\_locking=True,  
    name=None  
)

Defined in [python/ops/state\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/state_ops.py).

This operation computes

    # Scalar indices  
    ref[indices, ...] = updates[...]  
  
    # Vector indices (for each i)  
    ref[indices[i], ...] = updates[i, ...]  
  
    # High rank indices (for each i, ..., j)  
    ref[indices[i, ..., j], ...] = updates[i, ..., j, ...]

This operation outputs ref after the update is done. This makes it easier to chain operations that need to use the reset value.

If values in ref is to be updated more than once, because there are duplicate entries in indices, the order at which the updates happen for each value is undefined.

Requires updates.shape = indices.shape + ref.shape[1:].
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#### Args:

**ref**: A Variable.

**indices**: A Tensor. Must be one of the following types: int32, int64. A tensor of indices into the first dimension of ref.

**updates**: A Tensor. Must have the same type as ref. A tensor of updated values to store in ref.

**use\_locking**: An optional bool. Defaults to True. If True, the assignment will be protected by a lock; otherwise the behavior is undefined, but may exhibit less contention.

**name**: A name for the operation (optional).

#### Returns:

Same as ref. Returned as a convenience for operations that want to use the updated values after the update is done.

# tf.compat.v1.serialize\_many\_sparse
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/serialize_many_sparse#aliases)

Serialize N-minibatch SparseTensor into an [N, 3] Tensor.

### Aliases:

tf.compat.v1.io.serialize\_many\_sparse

tf.compat.v1.serialize\_many\_sparse

tf.compat.v1.serialize\_many\_sparse(  
    sp\_input,  
    name=None,  
    out\_type=tf.dtypes.string  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

The SparseTensor must have rank R greater than 1, and the first dimension is treated as the minibatch dimension. Elements of the SparseTensor must be sorted in increasing order of this first dimension. The serialized SparseTensor objects going into each row of the output Tensor will have rank R-1.

The minibatch size N is extracted from sparse\_shape[0].

#### Args:

**sp\_input**: The input rank R SparseTensor.

**name**: A name prefix for the returned tensors (optional).

**out\_type**: The dtype to use for serialization.

#### Returns:

A matrix (2-D Tensor) with N rows and 3 columns. Each column represents serialized SparseTensor's indices, values, and shape (respectively).

#### Raises:

**TypeError**: If sp\_input is not a SparseTensor.

# tf.compat.v1.serialize\_sparse
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/serialize_sparse#aliases)

Serialize a SparseTensor into a 3-vector (1-D Tensor) object.

### Aliases:

tf.compat.v1.io.serialize\_sparse

tf.compat.v1.serialize\_sparse

tf.compat.v1.serialize\_sparse(  
    sp\_input,  
    name=None,  
    out\_type=tf.dtypes.string  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

#### Args:

**sp\_input**: The input SparseTensor.

**name**: A name prefix for the returned tensors (optional).

**out\_type**: The dtype to use for serialization.

#### Returns:

A 3-vector (1-D Tensor), with each column representing the serialized SparseTensor's indices, values, and shape (respectively).

#### Raises:

**TypeError**: If sp\_input is not a SparseTensor.

# tf.compat.v1.Session
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[Class Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session#class_session)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session#__init__)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session#properties)

[graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session#graph)

## Class Session

A class for running TensorFlow operations.

Defined in [python/client/session.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/client/session.py).

A Session object encapsulates the environment in which Operation objects are executed, and Tensor objects are evaluated. For example:

# Build a graph.  
a = tf.constant(5.0)  
b = tf.constant(6.0)  
c = a \* b  
  
# Launch the graph in a session.  
sess = tf.compat.v1.Session()  
  
# Evaluate the tensor `c`.  
print(sess.run(c))

A session may own resources, such as [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable), [tf.queue.QueueBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/queue/QueueBase), and [tf.compat.v1.ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase). It is important to release these resources when they are no longer required. To do this, either invoke the tf.Session.close method on the session, or use the session as a context manager. The following two examples are equivalent:

# Using the `close()` method.  
sess = tf.compat.v1.Session()  
sess.run(...)  
sess.close()  
  
# Using the context manager.  
with tf.compat.v1.Session() as sess:  
  sess.run(...)

The [ConfigProto](https://www.tensorflow.org/code/tensorflow/core/protobuf/config.proto) protocol buffer exposes various configuration options for a session. For example, to create a session that uses soft constraints for device placement, and log the resulting placement decisions, create a session as follows:

# Launch the graph in a session that allows soft device placement and  
# logs the placement decisions.  
sess = tf.compat.v1.Session(config=tf.compat.v1.ConfigProto(  
    allow\_soft\_placement=True,  
    log\_device\_placement=True))

## \_\_init\_\_

\_\_init\_\_(  
    target='',  
    graph=None,  
    config=None  
)

Creates a new TensorFlow session.

If no graph argument is specified when constructing the session, the default graph will be launched in the session. If you are using more than one graph (created with tf.Graph()) in the same process, you will have to use different sessions for each graph, but each graph can be used in multiple sessions. In this case, it is often clearer to pass the graph to be launched explicitly to the session constructor.

#### Args:

**target**: (Optional.) The execution engine to connect to. Defaults to using an in-process engine. See [Distributed TensorFlow](https://tensorflow.org/deploy/distributed) for more examples.

**graph**: (Optional.) The Graph to be launched (described above).

**config**: (Optional.) A [ConfigProto](https://www.tensorflow.org/code/tensorflow/core/protobuf/config.proto) protocol buffer with configuration options for the session.

## Properties

### graph

The graph that was launched in this session.

### graph\_def

A serializable version of the underlying TensorFlow graph.

#### Returns:

A graph\_pb2.GraphDef proto containing nodes for all of the Operations in the underlying TensorFlow graph.

### sess\_str

## Methods

### \_\_enter\_\_

\_\_enter\_\_()

### \_\_exit\_\_

\_\_exit\_\_(  
    exec\_type,  
    exec\_value,  
    exec\_tb  
)

### as\_default

as\_default()

Returns a context manager that makes this object the default session.

Use with the with keyword to specify that calls to [tf.Operation.run](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation#run) or [tf.Tensor.eval](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#eval) should be executed in this session.

c = tf.constant(..)  
sess = tf.compat.v1.Session()  
  
with sess.as\_default():  
  assert tf.compat.v1.get\_default\_session() is sess  
  print(c.eval())

To get the current default session, use [tf.compat.v1.get\_default\_session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_session).

N.B. The as\_default context manager does not close the session when you exit the context, and you must close the session explicitly.

c = tf.constant(...)  
sess = tf.compat.v1.Session()  
with sess.as\_default():  
  print(c.eval())  
# ...  
with sess.as\_default():  
  print(c.eval())  
  
sess.close()

Alternatively, you can use with tf.compat.v1.Session(): to create a session that is automatically closed on exiting the context, including when an uncaught exception is raised.

N.B. The default session is a property of the current thread. If you create a new thread, and wish to use the default session in that thread, you must explicitly add a with sess.as\_default(): in that thread's function.

N.B. Entering a with sess.as\_default(): block does not affect the current default graph. If you are using multiple graphs, and sess.graph is different from the value of[tf.compat.v1.get\_default\_graph](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/get_default_graph), you must explicitly enter a with sess.graph.as\_default():block to make sess.graph the default graph.

#### Returns:

A context manager using this session as the default session.

### close

close()

Closes this session.

Calling this method frees all resources associated with the session.

#### Raises:

**tf.errors.OpError**: Or one of its subclasses if an error occurs while closing the TensorFlow session.

### list\_devices

list\_devices()

Lists available devices in this session.

devices = sess.list\_devices()  
for d in devices:  
  print(d.name)

#### Where:

Each element in the list has the following properties

**name**: A string with the full name of the device. ex:/job:worker/replica:0/task:3/device:CPU:0

**device\_type**: The type of the device (e.g. CPU, GPU, TPU.)

**memory\_limit**: The maximum amount of memory available on the device. Note: depending on the device, it is possible the usable memory could be substantially less.

#### Raises:

**tf.errors.OpError**: If it encounters an error (e.g. session is in an invalid state, or network errors occur).

#### Returns:

A list of devices in the session.

### make\_callable

make\_callable(  
    fetches,  
    feed\_list=None,  
    accept\_options=False  
)

Returns a Python callable that runs a particular step.

The returned callable will take len(feed\_list) arguments whose types must be compatible feed values for the respective elements of feed\_list. For example, if element i of feed\_list is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the ith argument to the returned callable must be a numpy ndarray (or something convertible to an ndarray) with matching element type and shape. See tf.Session.run for details of the allowable feed key and value types.

The returned callable will have the same return type as tf.Session.run(fetches, ...). For example, if fetches is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the callable will return a numpy ndarray; if fetches is a [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation), it will return None.

#### Args:

**fetches**: A value or list of values to fetch. See tf.Session.run for details of the allowable fetch types.

**feed\_list**: (Optional.) A list of feed\_dict keys. See tf.Session.run for details of the allowable feed key types.

**accept\_options**: (Optional.) If True, the returned Callable will be able to accept [tf.compat.v1.RunOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunOptions) and [tf.compat.v1.RunMetadata](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/RunMetadata) as optional keyword arguments options and run\_metadata, respectively, with the same syntax and semantics as tf.Session.run, which is useful for certain use cases (profiling and debugging) but will result in measurable slowdown of the Callable's performance. Default: False.

#### Returns:

A function that when called will execute the step defined by feed\_list and fetches in this session.

#### Raises:

**TypeError**: If fetches or feed\_list cannot be interpreted as arguments to tf.Session.run.

### partial\_run

partial\_run(  
    handle,  
    fetches,  
    feed\_dict=None  
)

Continues the execution with more feeds and fetches.

This is EXPERIMENTAL and subject to change.

To use partial execution, a user first calls partial\_run\_setup() and then a sequence of partial\_run(). partial\_run\_setup specifies the list of feeds and fetches that will be used in the subsequent partial\_run calls.

The optional feed\_dict argument allows the caller to override the value of tensors in the graph. See run() for more information.

Below is a simple example:

a = array\_ops.placeholder(dtypes.float32, shape=[])  
b = array\_ops.placeholder(dtypes.float32, shape=[])  
c = array\_ops.placeholder(dtypes.float32, shape=[])  
r1 = math\_ops.add(a, b)  
r2 = math\_ops.multiply(r1, c)  
  
h = sess.partial\_run\_setup([r1, r2], [a, b, c])  
res = sess.partial\_run(h, r1, feed\_dict={a: 1, b: 2})  
res = sess.partial\_run(h, r2, feed\_dict={c: res})

#### Args:

**handle**: A handle for a sequence of partial runs.

**fetches**: A single graph element, a list of graph elements, or a dictionary whose values are graph elements or lists of graph elements (see documentation for run).

**feed\_dict**: A dictionary that maps graph elements to values (described above).

#### Returns:

Either a single value if fetches is a single graph element, or a list of values if fetches is a list, or a dictionary with the same keys as fetches if that is a dictionary (see documentation for run).

#### Raises:

**tf.errors.OpError**: Or one of its subclasses on error.

### partial\_run\_setup

partial\_run\_setup(  
    fetches,  
    feeds=None  
)

Sets up a graph with feeds and fetches for partial run.

This is EXPERIMENTAL and subject to change.

Note that contrary to run, feeds only specifies the graph elements. The tensors will be supplied by the subsequent partial\_run calls.

#### Args:

**fetches**: A single graph element, or a list of graph elements.

**feeds**: A single graph element, or a list of graph elements.

#### Returns:

A handle for partial run.

#### Raises:

**RuntimeError**: If this Session is in an invalid state (e.g. has been closed).

**TypeError**: If fetches or feed\_dict keys are of an inappropriate type.

**tf.errors.OpError**: Or one of its subclasses if a TensorFlow error happens.

### reset

@staticmethod  
reset(  
    target,  
    containers=None,  
    config=None  
)

Resets resource containers on target, and close all connected sessions.

A resource container is distributed across all workers in the same cluster as target. When a resource container on target is reset, resources associated with that container will be cleared. In particular, all Variables in the container will become undefined: they lose their values and shapes.

#### NOTE:

(i) reset() is currently only implemented for distributed sessions. (ii) Any sessions on the master named by target will be closed.

If no resource containers are provided, all containers are reset.

#### Args:

**target**: The execution engine to connect to.

**containers**: A list of resource container name strings, or None if all of all the containers are to be reset.

**config**: (Optional.) Protocol buffer with configuration options.

#### Raises:

**tf.errors.OpError**: Or one of its subclasses if an error occurs while resetting containers.

### run

run(  
    fetches,  
    feed\_dict=None,  
    options=None,  
    run\_metadata=None  
)

Runs operations and evaluates tensors in fetches.

This method runs one "step" of TensorFlow computation, by running the necessary graph fragment to execute every Operation and evaluate every Tensor in fetches, substituting the values infeed\_dict for the corresponding input values.

The fetches argument may be a single graph element, or an arbitrarily nested list, tuple, namedtuple, dict, or OrderedDict containing graph elements at its leaves. A graph element can be one of the following types:

A [tf.Operation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Operation). The corresponding fetched value will be None.

A [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor). The corresponding fetched value will be a numpy ndarray containing the value of that tensor.

A [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor). The corresponding fetched value will be a[tf.compat.v1.SparseTensorValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseTensorValue) containing the value of that sparse tensor.

A get\_tensor\_handle op. The corresponding fetched value will be a numpy ndarray containing the handle of that tensor.

A string which is the name of a tensor or operation in the graph.

The value returned by run() has the same shape as the fetches argument, where the leaves are replaced by the corresponding values returned by TensorFlow.

#### Example:

   a = tf.constant([10, 20])  
   b = tf.constant([1.0, 2.0])  
   # 'fetches' can be a singleton  
   v = session.run(a)  
   # v is the numpy array [10, 20]  
   # 'fetches' can be a list.  
   v = session.run([a, b])  
   # v is a Python list with 2 numpy arrays: the 1-D array [10, 20] and the  
   # 1-D array [1.0, 2.0]  
   # 'fetches' can be arbitrary lists, tuples, namedtuple, dicts:  
   MyData = collections.namedtuple('MyData', ['a', 'b'])  
   v = session.run({'k1': MyData(a, b), 'k2': [b, a]})  
   # v is a dict with  
   # v['k1'] is a MyData namedtuple with 'a' (the numpy array [10, 20]) and  
   # 'b' (the numpy array [1.0, 2.0])  
   # v['k2'] is a list with the numpy array [1.0, 2.0] and the numpy array  
   # [10, 20].

The optional feed\_dict argument allows the caller to override the value of tensors in the graph. Each key in feed\_dict can be one of the following types:

If the key is a [tf.Tensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor), the value may be a Python scalar, string, list, or numpy ndarray that can be converted to the same dtype as that tensor. Additionally, if the key is a[tf.compat.v1.placeholder](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/placeholder), the shape of the value will be checked for compatibility with the placeholder.

If the key is a [tf.SparseTensor](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor), the value should be a [tf.compat.v1.SparseTensorValue](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SparseTensorValue).

If the key is a nested tuple of Tensors or SparseTensors, the value should be a nested tuple with the same structure that maps to their corresponding values as above.

Each value in feed\_dict must be convertible to a numpy array of the dtype of the corresponding key.

The optional options argument expects a [RunOptions] proto. The options allow controlling the behavior of this particular step (e.g. turning tracing on).

The optional run\_metadata argument expects a [RunMetadata] proto. When appropriate, the non-Tensor output of this step will be collected there. For example, when users turn on tracing in options, the profiled info will be collected into this argument and passed back.

#### Args:

**fetches**: A single graph element, a list of graph elements, or a dictionary whose values are graph elements or lists of graph elements (described above).

**feed\_dict**: A dictionary that maps graph elements to values (described above).

**options**: A [RunOptions] protocol buffer

**run\_metadata**: A [RunMetadata] protocol buffer

#### Returns:

Either a single value if fetches is a single graph element, or a list of values if fetches is a list, or a dictionary with the same keys as fetches if that is a dictionary (described above). Order in which fetches operations are evaluated inside the call is undefined.

#### Raises:

**RuntimeError**: If this Session is in an invalid state (e.g. has been closed).

**TypeError**: If fetches or feed\_dict keys are of an inappropriate type.

**ValueError**: If fetches or feed\_dict keys are invalid or refer to a Tensor that doesn't exist.

# tf.compat.v1.SessionLog
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## Class SessionLog

### Aliases:

Class tf.compat.v1.SessionLog

Class tf.compat.v1.summary.SessionLog

Defined in [core/util/event.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/util/event.proto).

## Properties

### checkpoint\_path

string checkpoint\_path

### msg

string msg

### status

SessionStatus status

## Class Members

CHECKPOINT = 3

START = 1

STATUS\_UNSPECIFIED = 0

STOP = 2

SessionStatus

# tf.compat.v1.setdiff1d

Computes the difference between two lists of numbers or strings.

tf.compat.v1.setdiff1d(  
    x,  
    y,  
    index\_dtype=tf.dtypes.int32,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Given a list x and a list y, this operation returns a list out that represents all values that are in x but not in y. The returned list out is sorted in the same order that the numbers appear in x (duplicates are preserved). This operation also returns a list idx that represents the position of each outelement in x. In other words:

out[i] = x[idx[i]] for i in [0, 1, ..., len(out) - 1]

For example, given this input:

x = [1, 2, 3, 4, 5, 6]  
y = [1, 3, 5]

This operation would return:

out ==> [2, 4, 6]  
idx ==> [1, 3, 5]

#### Args:

**x**: A Tensor. 1-D. Values to keep.

**y**: A Tensor. Must have the same type as x. 1-D. Values to remove.

**out\_idx**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.int32, tf.int64. Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensor objects (out, idx).

**out**: A Tensor. Has the same type as x.

**idx**: A Tensor of type out\_idx.

# tf.compat.v1.set\_random\_seed
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Sets the graph-level random seed for the default graph.

### Aliases:

tf.compat.v1.random.set\_random\_seed

tf.compat.v1.set\_random\_seed

tf.compat.v1.set\_random\_seed(seed)

Defined in [python/framework/random\_seed.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/random_seed.py).

Operations that rely on a random seed actually derive it from two seeds: the graph-level and operation-level seeds. This sets the graph-level seed.

Its interactions with operation-level seeds is as follows:

If neither the graph-level nor the operation seed is set: A random seed is used for this op.

If the graph-level seed is set, but the operation seed is not: The system deterministically picks an operation seed in conjunction with the graph-level seed so that it gets a unique random sequence.

If the graph-level seed is not set, but the operation seed is set: A default graph-level seed and the specified operation seed are used to determine the random sequence.

If both the graph-level and the operation seed are set: Both seeds are used in conjunction to determine the random sequence.

To illustrate the user-visible effects, consider these examples:

To generate different sequences across sessions, set neither graph-level nor op-level seeds:

a = tf.random.uniform([1])  
b = tf.random.normal([1])  
  
print("Session 1")  
with tf.compat.v1.Session() as sess1:  
  print(sess1.run(a))  # generates 'A1'  
  print(sess1.run(a))  # generates 'A2'  
  print(sess1.run(b))  # generates 'B1'  
  print(sess1.run(b))  # generates 'B2'  
  
print("Session 2")  
with tf.compat.v1.Session() as sess2:  
  print(sess2.run(a))  # generates 'A3'  
  print(sess2.run(a))  # generates 'A4'  
  print(sess2.run(b))  # generates 'B3'  
  print(sess2.run(b))  # generates 'B4'

To generate the same repeatable sequence for an op across sessions, set the seed for the op:

a = tf.random.uniform([1], seed=1)  
b = tf.random.normal([1])  
  
# Repeatedly running this block with the same graph will generate the same  
# sequence of values for 'a', but different sequences of values for 'b'.  
print("Session 1")  
with tf.compat.v1.Session() as sess1:  
  print(sess1.run(a))  # generates 'A1'  
  print(sess1.run(a))  # generates 'A2'  
  print(sess1.run(b))  # generates 'B1'  
  print(sess1.run(b))  # generates 'B2'  
  
print("Session 2")  
with tf.compat.v1.Session() as sess2:  
  print(sess2.run(a))  # generates 'A1'  
  print(sess2.run(a))  # generates 'A2'  
  print(sess2.run(b))  # generates 'B3'  
  print(sess2.run(b))  # generates 'B4'

To make the random sequences generated by all ops be repeatable across sessions, set a graph-level seed:

tf.compat.v1.random.set\_random\_seed(1234)  
a = tf.random.uniform([1])  
b = tf.random.normal([1])  
  
# Repeatedly running this block with the same graph will generate the same  
# sequences of 'a' and 'b'.  
print("Session 1")  
with tf.compat.v1.Session() as sess1:  
  print(sess1.run(a))  # generates 'A1'  
  print(sess1.run(a))  # generates 'A2'  
  print(sess1.run(b))  # generates 'B1'  
  print(sess1.run(b))  # generates 'B2'  
  
print("Session 2")  
with tf.compat.v1.Session() as sess2:  
  print(sess2.run(a))  # generates 'A1'  
  print(sess2.run(a))  # generates 'A2'  
  print(sess2.run(b))  # generates 'B1'  
  print(sess2.run(b))  # generates 'B2'

#### Args:

**seed**: integer.

# tf.compat.v1.shape

Returns the shape of a tensor.

tf.compat.v1.shape(  
    input,  
    name=None,  
    out\_type=tf.dtypes.int32  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This operation returns a 1-D integer tensor representing the shape of input.

#### For example:

t = tf.constant([[[1, 1, 1], [2, 2, 2]], [[3, 3, 3], [4, 4, 4]]])  
tf.shape(t)  # [2, 2, 3]

#### Args:

**input**: A Tensor or SparseTensor.

**name**: A name for the operation (optional).

**out\_type**: (Optional) The specified output type of the operation (int32 or int64). Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).

#### Returns:

A Tensor of type out\_type.

# tf.compat.v1.size

Returns the size of a tensor.

tf.compat.v1.size(  
    input,  
    name=None,  
    out\_type=tf.dtypes.int32  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Returns a 0-D Tensor representing the number of elements in input of type out\_type. Defaults to tf.int32.

#### For example:

t = tf.constant([[[1, 1, 1], [2, 2, 2]], [[3, 3, 3], [4, 4, 4]]])  
tf.size(t)  # 12

#### Args:

**input**: A Tensor or SparseTensor.

**name**: A name for the operation (optional).

**out\_type**: (Optional) The specified non-quantized numeric output type of the operation. Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).

#### Returns:

A Tensor of type out\_type. Defaults to [tf.int32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#int32).

#### Numpy Compatibility

Equivalent to np.size()

# tf.compat.v1.space\_to\_batch
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SpaceToBatch for 4-D tensors of type T.

### Aliases:

tf.compat.v1.nn.space\_to\_batch

tf.compat.v1.space\_to\_batch

tf.compat.v1.space\_to\_batch(  
    input,  
    paddings,  
    block\_size=None,  
    name=None,  
    block\_shape=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

This is a legacy version of the more general SpaceToBatchND.

Zero-pads and then rearranges (permutes) blocks of spatial data into batch. More specifically, this op outputs a copy of the input tensor where values from the height and width dimensions are moved to the batch dimension. After the zero-padding, both height and width of the input must be divisible by the block size.

#### Args:

**input**: A Tensor. 4-D with shape [batch, height, width, depth].

**paddings**: A Tensor. Must be one of the following types: int32, int64. 2-D tensor of non-negative integers with shape [2, 2]. It specifies the padding of the input with zeros across the spatial dimensions as follows:

paddings = [[pad\_top, pad\_bottom], [pad\_left, pad\_right]]

The effective spatial dimensions of the zero-padded input tensor will be:

height\_pad = pad\_top + height + pad\_bottom  
width\_pad = pad\_left + width + pad\_right

The attr block\_size must be greater than one. It indicates the block size.

Non-overlapping blocks of size block\_size x block size in the height and width dimensions are rearranged into the batch dimension at each location.

The batch of the output tensor is batch \* block\_size \* block\_size.

Both height\_pad and width\_pad must be divisible by block\_size.

The shape of the output will be:

[batchblock\_sizeblock\_size, height\_pad/block\_size, width\_pad/block\_size, depth]

Some examples:

(1) For the following input of shape [1, 2, 2, 1] and block\_size of 2:

x = [[[[1], [2]], [[3], [4]]]]

The output tensor has shape [4, 1, 1, 1] and value:

[[[[1]]], [[[2]]], [[[3]]], [[[4]]]]

(2) For the following input of shape [1, 2, 2, 3] and block\_size of 2:

x = [[[[1, 2, 3], [4, 5, 6]],  
      [[7, 8, 9], [10, 11, 12]]]]

The output tensor has shape [4, 1, 1, 3] and value:

[[[[1, 2, 3]]], [[[4, 5, 6]]], [[[7, 8, 9]]], [[[10, 11, 12]]]]

(3) For the following input of shape [1, 4, 4, 1] and block\_size of 2:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]],  
      [[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [4, 2, 2, 1] and value:

x = [[[[1], [3]], [[9], [11]]],  
     [[[2], [4]], [[10], [12]]],  
     [[[5], [7]], [[13], [15]]],  
     [[[6], [8]], [[14], [16]]]]

(4) For the following input of shape [2, 2, 4, 1] and block\_size of 2:

x = [[[[1],   [2],  [3],  [4]],  
      [[5],   [6],  [7],  [8]]],  
     [[[9],  [10], [11],  [12]],  
      [[13], [14], [15],  [16]]]]

The output tensor has shape [8, 1, 2, 1] and value:

x = [[[[1], [3]]], [[[9], [11]]], [[[2], [4]]], [[[10], [12]]],  
     [[[5], [7]]], [[[13], [15]]], [[[6], [8]]], [[[14], [16]]]]

Among others, this operation is useful for reducing atrous convolution into regular convolution. \* **block\_size**: An int that is >= 2. \* **name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.compat.v1.space\_to\_depth
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SpaceToDepth for tensors of type T.

### Aliases:

tf.compat.v1.nn.space\_to\_depth

tf.compat.v1.space\_to\_depth

tf.compat.v1.space\_to\_depth(  
    input,  
    block\_size,  
    name=None,  
    data\_format='NHWC'  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Rearranges blocks of spatial data, into depth. More specifically, this op outputs a copy of the input tensor where values from the height and width dimensions are moved to the depth dimension. The attr block\_size indicates the input block size.

Non-overlapping blocks of size block\_size x block size are rearranged into depth at each location.

The depth of the output tensor is block\_size \* block\_size \* input\_depth.

The Y, X coordinates within each block of the input become the high order component of the output channel index.

The input tensor's height and width must be divisible by block\_size.

The data\_format attr specifies the layout of the input and output tensors with the following options: "NHWC": [ batch, height, width, channels ] "NCHW": [ batch, channels, height, width ] "NCHW\_VECT\_C": qint8 [ batch, channels / 4, height, width, 4 ]

It is useful to consider the operation as transforming a 6-D Tensor. e.g. for data\_format = NHWC, Each element in the input tensor can be specified via 6 coordinates, ordered by decreasing memory layout significance as: n,oY,bY,oX,bX,iC (where n=batch index, oX, oY means X or Y coordinates within the output image, bX, bY means coordinates within the input block, iC means input channels). The output would be a transpose to the following layout: n,oY,oX,bY,bX,iC

This operation is useful for resizing the activations between convolutions (but keeping all data), e.g. instead of pooling. It is also useful for training purely convolutional models.

For example, given an input of shape [1, 2, 2, 1], data\_format = "NHWC" and block\_size = 2:

x = [[[[1], [2]],  
      [[3], [4]]]]

This operation will output a tensor of shape [1, 1, 1, 4]:

[[[[1, 2, 3, 4]]]]

Here, the input has a batch of 1 and each batch element has shape [2, 2, 1], the corresponding output will have a single element (i.e. width and height are both 1) and will have a depth of 4 channels (1 \* block\_size \* block\_size). The output element shape is [1, 1, 4].

For an input tensor with larger depth, here of shape [1, 2, 2, 3], e.g.

x = [[[[1, 2, 3], [4, 5, 6]],  
      [[7, 8, 9], [10, 11, 12]]]]

This operation, for block\_size of 2, will return the following tensor of shape [1, 1, 1, 12]

[[[[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]]]]

Similarly, for the following input of shape [1 4 4 1], and a block size of 2:

x = [[[[1],   [2],  [5],  [6]],  
      [[3],   [4],  [7],  [8]],  
      [[9],  [10], [13],  [14]],  
      [[11], [12], [15],  [16]]]]

the operator will return the following tensor of shape [1 2 2 4]:

x = [[[[1, 2, 3, 4],  
       [5, 6, 7, 8]],  
      [[9, 10, 11, 12],  
       [13, 14, 15, 16]]]]

#### Args:

**input**: A Tensor.

**block\_size**: An int that is >= 2. The size of the spatial block.

**data\_format**: An optional string from: "NHWC", "NCHW", "NCHW\_VECT\_C". Defaults to "NHWC".

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as input.

# tf.compat.v1.SparseConditionalAccumulator
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## Class SparseConditionalAccumulator

A conditional accumulator for aggregating sparse gradients.

Inherits From: [ConditionalAccumulatorBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ConditionalAccumulatorBase)

### Aliases:

Class tf.compat.v1.SparseConditionalAccumulator

Class tf.compat.v1.sparse.SparseConditionalAccumulator

Defined in [python/ops/data\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/data_flow_ops.py).

Sparse gradients are represented by IndexedSlices.

Up-to-date gradients (i.e., time step at which gradient was computed is equal to the accumulator's time step) are added to the accumulator.

Extraction of the average gradient is blocked until the required number of gradients has been accumulated.

#### Args:

**dtype**: Datatype of the accumulated gradients.

**shape**: Shape of the accumulated gradients.

**shared\_name**: Optional. If non-empty, this accumulator will be shared under the given name across multiple sessions.

**name**: Optional name for the accumulator.

**reduction\_type**: Reduction type to use when taking the gradient.

## \_\_init\_\_

\_\_init\_\_(  
    dtype,  
    shape=None,  
    shared\_name=None,  
    name='sparse\_conditional\_accumulator',  
    reduction\_type='MEAN'  
)

## Properties

### accumulator\_ref

The underlying accumulator reference.

### dtype

The datatype of the gradients accumulated by this accumulator.

### name

The name of the underlying accumulator.

## Methods

### apply\_grad

apply\_grad(  
    grad\_indices,  
    grad\_values,  
    grad\_shape=None,  
    local\_step=0,  
    name=None  
)

Attempts to apply a sparse gradient to the accumulator.

The attempt is silently dropped if the gradient is stale, i.e., local\_step is less than the accumulator's global time step.

A sparse gradient is represented by its indices, values and possibly empty or None shape. Indices must be a vector representing the locations of non-zero entries in the tensor. Values are the non-zero slices of the gradient, and must have the same first dimension as indices, i.e., the nnz represented by indices and values must be consistent. Shape, if not empty or None, must be consistent with the accumulator's shape (if also provided).

#### Example:

A tensor [[0, 0], [0, 1], [2, 3]] can be represented indices: [1,2] values: [[0,1],[2,3]] shape: [3, 2]

#### Args:

**grad\_indices**: Indices of the sparse gradient to be applied.

**grad\_values**: Values of the sparse gradient to be applied.

**grad\_shape**: Shape of the sparse gradient to be applied.

**local\_step**: Time step at which the gradient was computed.

**name**: Optional name for the operation.

#### Returns:

The operation that (conditionally) applies a gradient to the accumulator.

#### Raises:

**InvalidArgumentError**: If grad is of the wrong shape

### apply\_indexed\_slices\_grad

apply\_indexed\_slices\_grad(  
    grad,  
    local\_step=0,  
    name=None  
)

Attempts to apply a gradient to the accumulator.

The attempt is silently dropped if the gradient is stale, i.e., local\_step is less than the accumulator's global time step.

#### Args:

**grad**: The gradient IndexedSlices to be applied.

**local\_step**: Time step at which the gradient was computed.

**name**: Optional name for the operation.

#### Returns:

The operation that (conditionally) applies a gradient to the accumulator.

#### Raises:

**InvalidArgumentError**: If grad is of the wrong shape

### num\_accumulated

num\_accumulated(name=None)

Number of gradients that have currently been aggregated in accumulator.

#### Args:

**name**: Optional name for the operation.

#### Returns:

Number of accumulated gradients currently in accumulator.

### set\_global\_step

set\_global\_step(  
    new\_global\_step,  
    name=None  
)

Sets the global time step of the accumulator.

The operation logs a warning if we attempt to set to a time step that is lower than the accumulator's own time step.

#### Args:

**new\_global\_step**: Value of new time step. Can be a variable or a constant

**name**: Optional name for the operation.

#### Returns:

Operation that sets the accumulator's time step.

### take\_grad

take\_grad(  
    num\_required,  
    name=None  
)

Attempts to extract the average gradient from the accumulator.

The operation blocks until sufficient number of gradients have been successfully applied to the accumulator.

Once successful, the following actions are also triggered: - Counter of accumulated gradients is reset to 0. - Aggregated gradient is reset to 0 tensor. - Accumulator's internal time step is incremented by 1.

#### Args:

**num\_required**: Number of gradients that needs to have been aggregated

**name**: Optional name for the operation

#### Returns:

A tuple of indices, values, and shape representing the average gradient.

#### Raises:

**InvalidArgumentError**: If num\_required < 1

### take\_indexed\_slices\_grad

take\_indexed\_slices\_grad(  
    num\_required,  
    name=None  
)

Attempts to extract the average gradient from the accumulator.

The operation blocks until sufficient number of gradients have been successfully applied to the accumulator.

Once successful, the following actions are also triggered: - Counter of accumulated gradients is reset to 0. - Aggregated gradient is reset to 0 tensor. - Accumulator's internal time step is incremented by 1.

#### Args:

**num\_required**: Number of gradients that needs to have been aggregated

**name**: Optional name for the operation

#### Returns:

An IndexedSlices holding the value of the average gradient.

#### Raises:

**InvalidArgumentError**: If num\_required < 1

# tf.compat.v1.SparseTensorValue
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## Class SparseTensorValue

SparseTensorValue(indices, values, dense\_shape)

Defined in [python/framework/sparse\_tensor.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/framework/sparse_tensor.py).

## Properties

### indices

### values

### dense\_shape

# tf.compat.v1.sparse\_add
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Adds two tensors, at least one of each is a SparseTensor. (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.add

tf.compat.v1.sparse\_add

tf.compat.v1.sparse\_add(  
    a,  
    b,  
    threshold=None,  
    thresh=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(thresh)**. They will be removed in a future version. Instructions for updating: thresh is deprecated, use threshold instead

If one SparseTensor and one Tensor are passed in, returns a Tensor. If both arguments are SparseTensors, this returns a SparseTensor. The order of arguments does not matter. Use vanilla tf.add() for adding two dense Tensors.

The shapes of the two operands must match: broadcasting is not supported.

The indices of any input SparseTensor are assumed ordered in standard lexicographic order. If this is not the case, before this step run SparseReorder to restore index ordering.

If both arguments are sparse, we perform "clipping" as follows. By default, if two values sum to zero at some index, the output SparseTensor would still include that particular location in its index, storing a zero in the corresponding value slot. To override this, callers can specify thresh, indicating that if the sum has a magnitude strictly smaller than thresh, its corresponding value and index would then not be included. In particular, thresh == 0.0 (default) means everything is kept and actual thresholding happens only for a positive value.

For example, suppose the logical sum of two sparse operands is (densified):

[       2]  
[.1     0]  
[ 6   -.2]

Then,

thresh == 0 (the default): all 5 index/value pairs will be returned.

thresh == 0.11: only .1 and 0 will vanish, and the remaining three index/value pairs will be returned.

thresh == 0.21: .1, 0, and -.2 will vanish.

#### Args:

**a**: The first operand; SparseTensor or Tensor.

**b**: The second operand; SparseTensor or Tensor. At least one operand must be sparse.

**threshold**: An optional 0-D Tensor (defaults to 0). The magnitude threshold that determines if an output value/index pair takes space. Its dtype should match that of the values if they are real; if the latter are complex64/complex128, then the dtype should be float32/float64, correspondingly.

**thresh**: Deprecated alias for threshold.

#### Returns:

A SparseTensor or a Tensor, representing the sum.

#### Raises:

**TypeError**: If both a and b are Tensors. Use tf.add() instead.

# tf.compat.v1.sparse\_concat
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_concat#aliases)

Concatenates a list of SparseTensor along the specified dimension. (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.concat

tf.compat.v1.sparse\_concat

tf.compat.v1.sparse\_concat(  
    axis,  
    sp\_inputs,  
    name=None,  
    expand\_nonconcat\_dim=False,  
    concat\_dim=None,  
    expand\_nonconcat\_dims=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(concat\_dim)**. They will be removed in a future version. Instructions for updating: concat\_dim is deprecated, use axis instead

Concatenation is with respect to the dense versions of each sparse input. It is assumed that each inputs is a SparseTensor whose elements are ordered along increasing dimension number.

If expand\_nonconcat\_dim is False, all inputs' shapes must match, except for the concat dimension. If expand\_nonconcat\_dim is True, then inputs' shapes are allowed to vary among all inputs.

The indices, values, and shapes lists must have the same length.

If expand\_nonconcat\_dim is False, then the output shape is identical to the inputs', except along the concat dimension, where it is the sum of the inputs' sizes along that dimension.

If expand\_nonconcat\_dim is True, then the output shape along the non-concat dimensions will be expand to be the largest among all inputs, and it is the sum of the inputs sizes along the concat dimension.

The output elements will be resorted to preserve the sort order along increasing dimension number.

This op runs in O(M log M) time, where M is the total number of non-empty values across all inputs. This is due to the need for an internal sort in order to concatenate efficiently across an arbitrary dimension.

For example, if axis = 1 and the inputs are

sp\_inputs[0]: shape = [2, 3]  
[0, 2]: "a"  
[1, 0]: "b"  
[1, 1]: "c"  
  
sp\_inputs[1]: shape = [2, 4]  
[0, 1]: "d"  
[0, 2]: "e"

then the output will be

shape = [2, 7]  
[0, 2]: "a"  
[0, 4]: "d"  
[0, 5]: "e"  
[1, 0]: "b"  
[1, 1]: "c"

Graphically this is equivalent to doing

[    a] concat [  d e  ] = [    a   d e  ]  
[b c  ]        [       ]   [b c          ]

Another example, if 'axis = 1' and the inputs are

sp\_inputs[0]: shape = [3, 3]  
[0, 2]: "a"  
[1, 0]: "b"  
[2, 1]: "c"  
  
sp\_inputs[1]: shape = [2, 4]  
[0, 1]: "d"  
[0, 2]: "e"

if expand\_nonconcat\_dim = False, this will result in an error. But if expand\_nonconcat\_dim = True, this will result in:

shape = [3, 7]  
[0, 2]: "a"  
[0, 4]: "d"  
[0, 5]: "e"  
[1, 0]: "b"  
[2, 1]: "c"

Graphically this is equivalent to doing

[    a] concat [  d e  ] = [    a   d e  ]  
[b    ]        [       ]   [b            ]  
[  c  ]                    [  c          ]

#### Args:

**axis**: Dimension to concatenate along. Must be in range [-rank, rank), where rank is the number of dimensions in each input SparseTensor.

**sp\_inputs**: List of SparseTensor to concatenate.

**name**: A name prefix for the returned tensors (optional).

**expand\_nonconcat\_dim**: Whether to allow the expansion in the non-concat dimensions. Defaulted to False.

**concat\_dim**: The old (deprecated) name for axis.

**expand\_nonconcat\_dims**: alias for expand\_nonconcat\_dim

#### Returns:

A SparseTensor with the concatenated output.

#### Raises:

**TypeError**: If sp\_inputs is not a list of SparseTensor.

# tf.compat.v1.sparse\_matmul

Multiply matrix "a" by matrix "b".

tf.compat.v1.sparse\_matmul(  
    a,  
    b,  
    transpose\_a=False,  
    transpose\_b=False,  
    a\_is\_sparse=False,  
    b\_is\_sparse=False,  
    name=None  
)

Defined in generated file: python/ops/gen\_math\_ops.py.

The inputs must be two-dimensional matrices and the inner dimension of "a" must match the outer dimension of "b". Both "a" and "b" must be Tensors not SparseTensors. This op is optimized for the case where at least one of "a" or "b" is sparse, in the sense that they have a large proportion of zero values. The breakeven for using this versus a dense matrix multiply on one platform was 30% zero values in the sparse matrix.

The gradient computation of this operation will only take advantage of sparsity in the input gradient when that gradient comes from a Relu.

#### Args:

**a**: A Tensor. Must be one of the following types: float32, bfloat16.

**b**: A Tensor. Must be one of the following types: float32, bfloat16.

**transpose\_a**: An optional bool. Defaults to False.

**transpose\_b**: An optional bool. Defaults to False.

**a\_is\_sparse**: An optional bool. Defaults to False.

**b\_is\_sparse**: An optional bool. Defaults to False.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type float32.

# tf.compat.v1.sparse\_merge
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_merge#aliases)

Combines a batch of feature ids and values into a single SparseTensor. (deprecated)

### Aliases:

tf.compat.v1.sparse.merge

tf.compat.v1.sparse\_merge

tf.compat.v1.sparse\_merge(  
    sp\_ids,  
    sp\_values,  
    vocab\_size,  
    name=None,  
    already\_sorted=False  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: No similar op available at this time.

The most common use case for this function occurs when feature ids and their corresponding values are stored in Example protos on disk. parse\_example will return a batch of ids and a batch of values, and this function joins them into a single logical SparseTensor for use in functions such as sparse\_tensor\_dense\_matmul, sparse\_to\_dense, etc.

The SparseTensor returned by this function has the following properties:

indices is equivalent to sp\_ids.indices with the last dimension discarded and replaced with sp\_ids.values.

values is simply sp\_values.values.

If sp\_ids.dense\_shape = [D0, D1, ..., Dn, K], then output.shape = [D0, D1, ..., Dn, vocab\_size].

For example, consider the following feature vectors:

  vector1 = [-3, 0, 0, 0, 0, 0]  
  vector2 = [ 0, 1, 0, 4, 1, 0]  
  vector3 = [ 5, 0, 0, 9, 0, 0]

These might be stored sparsely in the following Example protos by storing only the feature ids (column number if the vectors are treated as a matrix) of the non-zero elements and the corresponding values:

  examples = [Example(features={  
                  "ids": Feature(int64\_list=Int64List(value=[0])),  
                  "values": Feature(float\_list=FloatList(value=[-3]))}),  
              Example(features={  
                  "ids": Feature(int64\_list=Int64List(value=[1, 4, 3])),  
                  "values": Feature(float\_list=FloatList(value=[1, 1, 4]))}),  
              Example(features={  
                  "ids": Feature(int64\_list=Int64List(value=[0, 3])),  
                  "values": Feature(float\_list=FloatList(value=[5, 9]))})]

The result of calling parse\_example on these examples will produce a dictionary with entries for "ids" and "values". Passing those two objects to this function along with vocab\_size=6, will produce a SparseTensor that sparsely represents all three instances. Namely, the indices property will contain the coordinates of the non-zero entries in the feature matrix (the first dimension is the row number in the matrix, i.e., the index within the batch, and the second dimension is the column number, i.e., the feature id); values will contain the actual values. shape will be the shape of the original matrix, i.e., (3, 6). For our example above, the output will be equal to:

  SparseTensor(indices=[[0, 0], [1, 1], [1, 3], [1, 4], [2, 0], [2, 3]],  
               values=[-3, 1, 4, 1, 5, 9],  
               dense\_shape=[3, 6])

This method generalizes to higher-dimensions by simply providing a list for both the sp\_ids as well as the vocab\_size. In this case the resulting SparseTensor has the following properties: - indices is equivalent to sp\_ids[0].indices with the last dimension discarded and concatenated withsp\_ids[0].values, sp\_ids[1].values, .... - values is simply sp\_values.values. - If sp\_ids.dense\_shape = [D0, D1, ..., Dn, K], then output.shape = [D0, D1, ..., Dn] + vocab\_size.

#### Args:

**sp\_ids**: A single SparseTensor with values property of type int32 or int64 or a Python list of such SparseTensors or a list thereof.

**sp\_values**: A SparseTensor of any type.

**vocab\_size**: A scalar int64 Tensor (or Python int) containing the new size of the last dimension, all(0 <= sp\_ids.values < vocab\_size). Or a list thereof with all(0 <= sp\_ids[i].values < vocab\_size[i]) for all i.

**name**: A name prefix for the returned tensors (optional)

**already\_sorted**: A boolean to specify whether the per-batch values in sp\_values are already sorted. If so skip sorting, False by default (optional).

#### Returns:

A SparseTensor compactly representing a batch of feature ids and values, useful for passing to functions that expect such a SparseTensor.

#### Raises:

**TypeError**: If sp\_values is not a SparseTensor. Or if sp\_ids is neither a SparseTensornor a list thereof. Or if vocab\_size is not a Tensor or a Python int and sp\_ids is a SparseTensor. Or if vocab\_size is not a or list thereof and sp\_ids is a list.

**ValueError**: If sp\_ids and vocab\_size are lists of different lengths.

# tf.compat.v1.sparse\_placeholder
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_placeholder#aliases)

Inserts a placeholder for a sparse tensor that will be always fed.

### Aliases:

tf.compat.v1.sparse.placeholder

tf.compat.v1.sparse\_placeholder

tf.compat.v1.sparse\_placeholder(  
    dtype,  
    shape=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Important**: This sparse tensor will produce an error if evaluated. Its value must be fed using the feed\_dict optional argument to Session.run(), Tensor.eval(), or Operation.run().

#### For example:

x = tf.compat.v1.sparse.placeholder(tf.float32)  
y = tf.sparse.reduce\_sum(x)  
  
with tf.compat.v1.Session() as sess:  
  print(sess.run(y))  # ERROR: will fail because x was not fed.  
  
  indices = np.array([[3, 2, 0], [4, 5, 1]], dtype=np.int64)  
  values = np.array([1.0, 2.0], dtype=np.float32)  
  shape = np.array([7, 9, 2], dtype=np.int64)  
  print(sess.run(y, feed\_dict={  
    x: tf.compat.v1.SparseTensorValue(indices, values, shape)}))  # Will  
    succeed.  
  print(sess.run(y, feed\_dict={  
    x: (indices, values, shape)}))  # Will succeed.  
  
  sp = tf.SparseTensor(indices=indices, values=values, dense\_shape=shape)  
  sp\_value = sp.eval(session=sess)  
  print(sess.run(y, feed\_dict={x: sp\_value}))  # Will succeed.

@compatibility{eager} Placeholders are not compatible with eager execution.

#### Args:

**dtype**: The type of values elements in the tensor to be fed.

**shape**: The shape of the tensor to be fed (optional). If the shape is not specified, you can feed a sparse tensor of any shape.

**name**: A name for prefixing the operations (optional).

#### Returns:

A SparseTensor that may be used as a handle for feeding a value, but not evaluated directly.

#### Raises:

**RuntimeError**: if eager execution is enabled

# tf.compat.v1.sparse\_reduce\_max
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_max#aliases)

Computes the max of elements across dimensions of a SparseTensor. (deprecated arguments) (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.reduce\_max

tf.compat.v1.sparse\_reduce\_max

tf.compat.v1.sparse\_reduce\_max(  
    sp\_input,  
    axis=None,  
    keepdims=None,  
    reduction\_axes=None,  
    keep\_dims=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(reduction\_axes)**. They will be removed in a future version. Instructions for updating: reduction\_axes is deprecated, use axis instead

This Op takes a SparseTensor and is the sparse counterpart to tf.reduce\_max(). In particular, this Op also returns a dense Tensor instead of a sparse one.

**Note:** A gradient is not defined for this function, so it can't be used in training models that need gradient descent.

Reduces sp\_input along the dimensions given in reduction\_axes. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in reduction\_axes. If keepdims is true, the reduced dimensions are retained with length 1.

If reduction\_axes has no entries, all dimensions are reduced, and a tensor with a single element is returned. Additionally, the axes can be negative, similar to the indexing rules in Python.

The values not defined in sp\_input don't participate in the reduce max, as opposed to be implicitly assumed 0 -- hence it can return negative values for sparse reduction\_axes. But, in case there are no values in reduction\_axes, it will reduce to 0. See second example below.

#### For example:

# 'x' represents [[1, ?, 2]  
#                 [?, 3, ?]]  
# where ? is implicitly-zero.  
tf.sparse.reduce\_max(x) ==> 3  
tf.sparse.reduce\_max(x, 0) ==> [1, 3, 2]  
tf.sparse.reduce\_max(x, 1) ==> [2, 3]  # Can also use -1 as the axis.  
tf.sparse.reduce\_max(x, 1, keepdims=True) ==> [[2], [3]]  
tf.sparse.reduce\_max(x, [0, 1]) ==> 3  
  
# 'y' represents [[-7, ?]  
#                 [ 4, 3]  
#                 [ ?, ?]  
tf.sparse.reduce\_max(x, 1) ==> [-7, 4, 0]

#### Args:

**sp\_input**: The SparseTensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce; list or scalar. If None (the default), reduces all dimensions.

**keepdims**: If true, retain reduced dimensions with length 1.

**reduction\_axes**: Deprecated name of axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced Tensor.

# tf.compat.v1.sparse\_reduce\_max\_sparse
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_reduce_max_sparse#aliases)

Computes the max of elements across dimensions of a SparseTensor. (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.reduce\_max\_sparse

tf.compat.v1.sparse\_reduce\_max\_sparse

tf.compat.v1.sparse\_reduce\_max\_sparse(  
    sp\_input,  
    axis=None,  
    keepdims=None,  
    reduction\_axes=None,  
    keep\_dims=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

This Op takes a SparseTensor and is the sparse counterpart to tf.reduce\_max(). In contrast to SparseReduceSum, this Op returns a SparseTensor.

**Note:** A gradient is not defined for this function, so it can't be used in training models that need gradient descent.

Reduces sp\_input along the dimensions given in reduction\_axes. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in reduction\_axes. If keepdims is true, the reduced dimensions are retained with length 1.

If reduction\_axes has no entries, all dimensions are reduced, and a tensor with a single element is returned. Additionally, the axes can be negative, which are interpreted according to the indexing rules in Python.

#### Args:

**sp\_input**: The SparseTensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce; list or scalar. If None (the default), reduces all dimensions.

**keepdims**: If true, retain reduced dimensions with length 1.

**reduction\_axes**: Deprecated name of axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced SparseTensor.

# tf.compat.v1.sparse\_reduce\_sum
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Computes the sum of elements across dimensions of a SparseTensor. (deprecated arguments) (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.reduce\_sum

tf.compat.v1.sparse\_reduce\_sum

tf.compat.v1.sparse\_reduce\_sum(  
    sp\_input,  
    axis=None,  
    keepdims=None,  
    reduction\_axes=None,  
    keep\_dims=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(reduction\_axes)**. They will be removed in a future version. Instructions for updating: reduction\_axes is deprecated, use axis instead

This Op takes a SparseTensor and is the sparse counterpart to tf.reduce\_sum(). In particular, this Op also returns a dense Tensor instead of a sparse one.

Reduces sp\_input along the dimensions given in reduction\_axes. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in reduction\_axes. If keepdims is true, the reduced dimensions are retained with length 1.

If reduction\_axes has no entries, all dimensions are reduced, and a tensor with a single element is returned. Additionally, the axes can be negative, similar to the indexing rules in Python.

#### For example:

# 'x' represents [[1, ?, 1]  
#                 [?, 1, ?]]  
# where ? is implicitly-zero.  
tf.sparse.reduce\_sum(x) ==> 3  
tf.sparse.reduce\_sum(x, 0) ==> [1, 1, 1]  
tf.sparse.reduce\_sum(x, 1) ==> [2, 1]  # Can also use -1 as the axis.  
tf.sparse.reduce\_sum(x, 1, keepdims=True) ==> [[2], [1]]  
tf.sparse.reduce\_sum(x, [0, 1]) ==> 3

#### Args:

**sp\_input**: The SparseTensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce; list or scalar. If None (the default), reduces all dimensions.

**keepdims**: If true, retain reduced dimensions with length 1.

**reduction\_axes**: Deprecated name of axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced Tensor.

# tf.compat.v1.sparse\_reduce\_sum\_sparse
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Computes the sum of elements across dimensions of a SparseTensor. (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.reduce\_sum\_sparse

tf.compat.v1.sparse\_reduce\_sum\_sparse

tf.compat.v1.sparse\_reduce\_sum\_sparse(  
    sp\_input,  
    axis=None,  
    keepdims=None,  
    reduction\_axes=None,  
    keep\_dims=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(keep\_dims)**. They will be removed in a future version. Instructions for updating: keep\_dims is deprecated, use keepdims instead

This Op takes a SparseTensor and is the sparse counterpart to tf.reduce\_sum(). In contrast to SparseReduceSum, this Op returns a SparseTensor.

**Note:** A gradient is not defined for this function, so it can't be used in training models that need gradient descent.

Reduces sp\_input along the dimensions given in reduction\_axes. Unless keepdims is true, the rank of the tensor is reduced by 1 for each entry in reduction\_axes. If keepdims is true, the reduced dimensions are retained with length 1.

If reduction\_axes has no entries, all dimensions are reduced, and a tensor with a single element is returned. Additionally, the axes can be negative, which are interpreted according to the indexing rules in Python.

#### Args:

**sp\_input**: The SparseTensor to reduce. Should have numeric type.

**axis**: The dimensions to reduce; list or scalar. If None (the default), reduces all dimensions.

**keepdims**: If true, retain reduced dimensions with length 1.

**reduction\_axes**: Deprecated name of axis.

**keep\_dims**: Deprecated alias for keepdims.

#### Returns:

The reduced SparseTensor.

# tf.compat.v1.sparse\_segment\_mean
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Computes the mean along sparse segments of a tensor.

### Aliases:

tf.compat.v1.sparse.segment\_mean

tf.compat.v1.sparse\_segment\_mean

tf.compat.v1.sparse\_segment\_mean(  
    data,  
    indices,  
    segment\_ids,  
    name=None,  
    num\_segments=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Read [the section on segmentation](https://tensorflow.org/api_docs/python/tf/math#Segmentation) for an explanation of segments.

Like [tf.math.segment\_mean](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_mean), but segment\_ids can have rank less than data's first dimension, selecting a subset of dimension 0, specified by indices. segment\_ids is allowed to have missing ids, in which case the output will be zeros at those indices. In those cases num\_segments is used to determine the size of the output.

#### Args:

**data**: A Tensor with data that will be assembled in the output.

**indices**: A 1-D Tensor with indices into data. Has same rank as segment\_ids.

**segment\_ids**: A 1-D Tensor with indices into the output Tensor. Values should be sorted and can be repeated.

**name**: A name for the operation (optional).

**num\_segments**: An optional int32 scalar. Indicates the size of the output Tensor.

#### Returns:

A tensor of the shape as data, except for dimension 0 which has size k, the number of segments specified via num\_segments or inferred for the last element in segments\_ids.

# tf.compat.v1.sparse\_segment\_sqrt\_n
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Computes the sum along sparse segments of a tensor divided by the sqrt(N).

### Aliases:

tf.compat.v1.sparse.segment\_sqrt\_n

tf.compat.v1.sparse\_segment\_sqrt\_n

tf.compat.v1.sparse\_segment\_sqrt\_n(  
    data,  
    indices,  
    segment\_ids,  
    name=None,  
    num\_segments=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

N is the size of the segment being reduced.

#### Args:

**data**: A Tensor with data that will be assembled in the output.

**indices**: A 1-D Tensor with indices into data. Has same rank as segment\_ids.

**segment\_ids**: A 1-D Tensor with indices into the output Tensor. Values should be sorted and can be repeated.

**name**: A name for the operation (optional).

**num\_segments**: An optional int32 scalar. Indicates the size of the output Tensor.

#### Returns:

A tensor of the shape as data, except for dimension 0 which has size k, the number of segments specified via num\_segments or inferred for the last element in segments\_ids.

# tf.compat.v1.sparse\_segment\_sum
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_segment_sum#aliases)

Computes the sum along sparse segments of a tensor.

### Aliases:

tf.compat.v1.sparse.segment\_sum

tf.compat.v1.sparse\_segment\_sum

tf.compat.v1.sparse\_segment\_sum(  
    data,  
    indices,  
    segment\_ids,  
    name=None,  
    num\_segments=None  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

Read [the section on segmentation](https://tensorflow.org/api_docs/python/tf/math#Segmentation) for an explanation of segments.

Like [tf.math.segment\_sum](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/math/segment_sum), but segment\_ids can have rank less than data's first dimension, selecting a subset of dimension 0, specified by indices. segment\_ids is allowed to have missing ids, in which case the output will be zeros at those indices. In those cases num\_segments is used to determine the size of the output.

#### For example:

c = tf.constant([[1,2,3,4], [-1,-2,-3,-4], [5,6,7,8]])  
  
# Select two rows, one segment.  
tf.sparse.segment\_sum(c, tf.constant([0, 1]), tf.constant([0, 0]))  
# => [[0 0 0 0]]  
  
# Select two rows, two segment.  
tf.sparse.segment\_sum(c, tf.constant([0, 1]), tf.constant([0, 1]))  
# => [[ 1  2  3  4]  
#     [-1 -2 -3 -4]]  
  
# With missing segment ids.  
tf.sparse.segment\_sum(c, tf.constant([0, 1]), tf.constant([0, 2]),  
                      num\_segments=4)  
# => [[ 1  2  3  4]  
#     [ 0  0  0  0]  
#     [-1 -2 -3 -4]  
#     [ 0  0  0  0]]  
  
# Select all rows, two segments.  
tf.sparse.segment\_sum(c, tf.constant([0, 1, 2]), tf.constant([0, 0, 1]))  
# => [[0 0 0 0]  
#     [5 6 7 8]]  
  
# Which is equivalent to:  
tf.math.segment\_sum(c, tf.constant([0, 0, 1]))

#### Args:

**data**: A Tensor with data that will be assembled in the output.

**indices**: A 1-D Tensor with indices into data. Has same rank as segment\_ids.

**segment\_ids**: A 1-D Tensor with indices into the output Tensor. Values should be sorted and can be repeated.

**name**: A name for the operation (optional).

**num\_segments**: An optional int32 scalar. Indicates the size of the output Tensor.

#### Returns:

A tensor of the shape as data, except for dimension 0 which has size k, the number of segments specified via num\_segments or inferred for the last element in segments\_ids.

# tf.compat.v1.sparse\_split

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_split#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/sparse_split#aliases)

Split a SparseTensor into num\_split tensors along axis. (deprecated arguments)

### Aliases:

tf.compat.v1.sparse.split

tf.compat.v1.sparse\_split

tf.compat.v1.sparse\_split(  
    keyword\_required=KeywordRequired(),  
    sp\_input=None,  
    num\_split=None,  
    axis=None,  
    name=None,  
    split\_dim=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(split\_dim)**. They will be removed in a future version. Instructions for updating: split\_dim is deprecated, use axis instead

If the sp\_input.dense\_shape[axis] is not an integer multiple of num\_split each slice starting from 0:shape[axis] % num\_split gets extra one dimension. For example, if axis = 1 and num\_split = 2 and the input is:

input\_tensor = shape = [2, 7]  
[    a   d e  ]  
[b c          ]

Graphically the output tensors are:

output\_tensor[0] =  
[    a   ]  
[b c     ]  
  
output\_tensor[1] =  
[ d e  ]  
[      ]

#### Args:

**keyword\_required**: Python 2 standin for \* (temporary for argument reorder)

**sp\_input**: The SparseTensor to split.

**num\_split**: A Python integer. The number of ways to split.

**axis**: A 0-D int32 Tensor. The dimension along which to split.

**name**: A name for the operation (optional).

**split\_dim**: Deprecated old name for axis.

#### Returns:

num\_split SparseTensor objects resulting from splitting value.

#### Raises:

**TypeError**: If sp\_input is not a SparseTensor.

**ValueError**: If the deprecated split\_dim and axis are both non None.

# tf.compat.v1.sparse\_to\_dense

Converts a sparse representation into a dense tensor. (deprecated)

tf.compat.v1.sparse\_to\_dense(  
    sparse\_indices,  
    output\_shape,  
    sparse\_values,  
    default\_value=0,  
    validate\_indices=True,  
    name=None  
)

Defined in [python/ops/sparse\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/sparse_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Create a [**tf.sparse.SparseTensor**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/SparseTensor) and use [**tf.sparse.to\_dense**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/sparse/to_dense) instead.

Builds an array dense with shape output\_shape such that

# If sparse\_indices is scalar  
dense[i] = (i == sparse\_indices ? sparse\_values : default\_value)  
  
# If sparse\_indices is a vector, then for each i  
dense[sparse\_indices[i]] = sparse\_values[i]  
  
# If sparse\_indices is an n by d matrix, then for each i in [0, n)  
dense[sparse\_indices[i][0], ..., sparse\_indices[i][d-1]] = sparse\_values[i]

All other values in dense are set to default\_value. If sparse\_values is a scalar, all sparse indices are set to this single value.

Indices should be sorted in lexicographic order, and indices must not contain any repeats. If validate\_indices is True, these properties are checked during execution.

#### Args:

**sparse\_indices**: A 0-D, 1-D, or 2-D Tensor of type int32 or int64. sparse\_indices[i]contains the complete index where sparse\_values[i] will be placed.

**output\_shape**: A 1-D Tensor of the same type as sparse\_indices. Shape of the dense output tensor.

**sparse\_values**: A 0-D or 1-D Tensor. Values corresponding to each row of sparse\_indices, or a scalar value to be used for all sparse indices.

**default\_value**: A 0-D Tensor of the same type as sparse\_values. Value to set for indices not specified in sparse\_indices. Defaults to zero.

**validate\_indices**: A boolean value. If True, indices are checked to make sure they are sorted in lexicographic order and that there are no repeats.

**name**: A name for the operation (optional).

#### Returns:

Dense Tensor of shape output\_shape. Has the same type as sparse\_values.

# tf.compat.v1.squeeze

Removes dimensions of size 1 from the shape of a tensor. (deprecated arguments)

tf.compat.v1.squeeze(  
    input,  
    axis=None,  
    name=None,  
    squeeze\_dims=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(squeeze\_dims)**. They will be removed in a future version. Instructions for updating: Use the **axis** argument instead

Given a tensor input, this operation returns a tensor of the same type with all dimensions of size 1 removed. If you don't want to remove all size 1 dimensions, you can remove specific size 1 dimensions by specifying axis.

#### For example:

# 't' is a tensor of shape [1, 2, 1, 3, 1, 1]  
tf.shape(tf.squeeze(t))  # [2, 3]

Or, to remove specific size 1 dimensions:

# 't' is a tensor of shape [1, 2, 1, 3, 1, 1]  
tf.shape(tf.squeeze(t, [2, 4]))  # [1, 2, 3, 1]

**Note:** if **input** is a [**tf.RaggedTensor**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/RaggedTensor), then this operation takes **O(N)** time, where **N** is the number of elements in the squeezed dimensions.

#### Args:

**input**: A Tensor. The input to squeeze.

**axis**: An optional list of ints. Defaults to []. If specified, only squeezes the dimensions listed. The dimension index starts at 0. It is an error to squeeze a dimension that is not 1. Must be in the range [-rank(input), rank(input)). Must be specified if input is a RaggedTensor.

**name**: A name for the operation (optional).

**squeeze\_dims**: Deprecated keyword argument that is now axis.

#### Returns:

A Tensor. Has the same type as input. Contains the same data as input, but has one or more dimensions of size 1 removed.

#### Raises:

**ValueError**: When both squeeze\_dims and axis are specified.

# tf.compat.v1.string\_split

Split elements of source based on delimiter. (deprecated arguments)

tf.compat.v1.string\_split(  
    source,  
    sep=None,  
    skip\_empty=True,  
    delimiter=None,  
    result\_type='SparseTensor',  
    name=None  
)

Defined in [python/ops/ragged/ragged\_string\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/ragged/ragged_string_ops.py).

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(delimiter)**. They will be removed in a future version. Instructions for updating: delimiter is deprecated, please use sep instead.

Let N be the size of source (typically N will be the batch size). Split each element of source based on delimiter and return a SparseTensor or RaggedTensor containing the split tokens. Empty tokens are ignored.

If sep is an empty string, each element of the source is split into individual strings, each containing one byte. (This includes splitting multibyte sequences of UTF-8.) If delimiter contains multiple bytes, it is treated as a set of delimiters with each considered a potential split point.

#### Examples:

>>> tf.strings.split(['hello world', 'a b c'])  
tf.SparseTensor(indices=[[0, 0], [0, 1], [1, 0], [1, 1], [1, 2]],  
                values=['hello', 'world', 'a', 'b', 'c']  
                dense\_shape=[2, 3])  
  
>>> tf.strings.split(['hello world', 'a b c'], result\_type="RaggedTensor")  
<tf.RaggedTensor [['hello', 'world'], ['a', 'b', 'c']]>

#### Args:

**source**: 1-D string Tensor, the strings to split.

**sep**: 0-D string Tensor, the delimiter character, the string should be length 0 or 1. Default is ' '.

**skip\_empty**: A bool. If True, skip the empty strings from the result.

**delimiter**: deprecated alias for sep.

**result\_type**: The tensor type for the result: one of "RaggedTensor" or "SparseTensor".

**name**: A name for the operation (optional).

#### Raises:

**ValueError**: If delimiter is not a string.

#### Returns:

A SparseTensor or RaggedTensor of rank 2, the strings split according to the delimiter. The first column of the indices corresponds to the row in source and the second column corresponds to the index of the split component in this row.

# tf.compat.v1.string\_to\_hash\_bucket
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Converts each string in the input Tensor to its hash mod by a number of buckets.

### Aliases:

tf.compat.v1.string\_to\_hash\_bucket

tf.compat.v1.strings.to\_hash\_bucket

tf.compat.v1.string\_to\_hash\_bucket(  
    string\_tensor=None,  
    num\_buckets=None,  
    name=None,  
    input=None  
)

Defined in [python/ops/string\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/string_ops.py).

The hash function is deterministic on the content of the string within the process.

Note that the hash function may change from time to time. This functionality will be deprecated and it's recommended to use tf.string\_to\_hash\_bucket\_fast() or tf.string\_to\_hash\_bucket\_strong().

#### Args:

**string\_tensor**: A Tensor of type string.

**num\_buckets**: An int that is >= 1. The number of buckets.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type int64.

# tf.compat.v1.string\_to\_number
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[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/string_to_number#aliases)

Converts each string in the input Tensor to the specified numeric type.

### Aliases:

tf.compat.v1.string\_to\_number

tf.compat.v1.strings.to\_number

tf.compat.v1.string\_to\_number(  
    string\_tensor=None,  
    out\_type=tf.dtypes.float32,  
    name=None,  
    input=None  
)

Defined in [python/ops/string\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/string_ops.py).

(Note that int32 overflow results in an error while float overflow results in a rounded value.)

#### Args:

**string\_tensor**: A Tensor of type string.

**out\_type**: An optional [tf.DType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/DType) from: tf.float32, tf.float64, tf.int32, tf.int64. Defaults to [tf.float32](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf#float32). The numeric type to interpret each string in string\_tensor as.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type out\_type.

# tf.compat.v1.substr

Return substrings from Tensor of strings.

tf.compat.v1.substr(  
    input,  
    pos,  
    len,  
    name=None,  
    unit='BYTE'  
)

Defined in [python/ops/string\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/string_ops.py).

For each string in the input Tensor, creates a substring starting at index pos with a total length of len.

If len defines a substring that would extend beyond the length of the input string, then as many characters as possible are used.

A negative pos indicates distance within the string backwards from the end.

If pos specifies an index which is out of range for any of the input strings, then an InvalidArgumentError is thrown.

pos and len must have the same shape, otherwise a ValueError is thrown on Op creation.

NOTE: Substr supports broadcasting up to two dimensions. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

Examples

Using scalar pos and len:

input = [b'Hello', b'World']  
position = 1  
length = 3  
  
output = [b'ell', b'orl']

Using pos and len with same shape as input:

input = [[b'ten', b'eleven', b'twelve'],  
         [b'thirteen', b'fourteen', b'fifteen'],  
         [b'sixteen', b'seventeen', b'eighteen']]  
position = [[1, 2, 3],  
            [1, 2, 3],  
            [1, 2, 3]]  
length =   [[2, 3, 4],  
            [4, 3, 2],  
            [5, 5, 5]]  
  
output = [[b'en', b'eve', b'lve'],  
          [b'hirt', b'urt', b'te'],  
          [b'ixtee', b'vente', b'hteen']]

Broadcasting pos and len onto input:

input = [[b'ten', b'eleven', b'twelve'],  
         [b'thirteen', b'fourteen', b'fifteen'],  
         [b'sixteen', b'seventeen', b'eighteen'],  
         [b'nineteen', b'twenty', b'twentyone']]  
position = [1, 2, 3]  
length =   [1, 2, 3]  
  
output = [[b'e', b'ev', b'lve'],  
          [b'h', b'ur', b'tee'],  
          [b'i', b've', b'hte'],  
          [b'i', b'en', b'nty']]

Broadcasting input onto pos and len:

input = b'thirteen'  
position = [1, 5, 7]  
length =   [3, 2, 1]  
  
output = [b'hir', b'ee', b'n']

#### Args:

**input**: A Tensor of type string. Tensor of strings

**pos**: A Tensor. Must be one of the following types: int32, int64. Scalar defining the position of first character in each substring

**len**: A Tensor. Must have the same type as pos. Scalar defining the number of characters to include in each substring

**unit**: An optional string from: "BYTE", "UTF8\_CHAR". Defaults to "BYTE". The unit that is used to create the substring. One of: "BYTE" (for defining position and length by bytes) or "UTF8\_CHAR" (for the UTF-8 encoded Unicode code points). The default is "BYTE". Results are undefined if unit=UTF8\_CHAR and the input strings do not contain structurally valid UTF-8.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type string.
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## Class Summary

### Aliases:

Class tf.compat.v1.Summary

Class tf.compat.v1.summary.Summary

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Child Classes

[class Audio](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Audio)

[class Image](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Image)

[class Value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Value)

## Properties

### value

repeated Value value

# tf.compat.v1.Summary.Audio
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## Class Audio

### Aliases:

Class tf.compat.v1.Summary.Audio

Class tf.compat.v1.summary.Summary.Audio

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Properties

### content\_type

string content\_type

### encoded\_audio\_string

bytes encoded\_audio\_string

### length\_frames

int64 length\_frames

### num\_channels

int64 num\_channels

### sample\_rate

float sample\_rate

# tf.compat.v1.Summary.Image
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[Class Image](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Image#class_image)
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Image#properties)

[colorspace](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Image#colorspace)

## Class Image

### Aliases:

Class tf.compat.v1.Summary.Image

Class tf.compat.v1.summary.Summary.Image

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Properties

### colorspace

int32 colorspace

### encoded\_image\_string

bytes encoded\_image\_string

### height

int32 height

### width

int32 width

# tf.compat.v1.Summary.Value
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[Class Value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Value#class_value)
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Value#properties)

[audio](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Summary/Value#audio)

## Class Value

### Aliases:

Class tf.compat.v1.Summary.Value

Class tf.compat.v1.summary.Summary.Value

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Properties

### audio

Audio audio

### histo

HistogramProto histo

### image

Image image

### metadata

SummaryMetadata metadata

### node\_name

string node\_name

### obsolete\_old\_style\_histogram

bytes obsolete\_old\_style\_histogram

### simple\_value

float simple\_value

### tag

string tag

### tensor

TensorProto tensor

# tf.compat.v1.SummaryMetadata
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## Class SummaryMetadata

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Child Classes

[class PluginData](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData)

## Properties

### display\_name

string display\_name

### plugin\_data

PluginData plugin\_data

### summary\_description

string summary\_description

# tf.compat.v1.SummaryMetadata.PluginData

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData#top_of_page)

[Class PluginData](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData#class_plugindata)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData#properties)

[content](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData#content)

[plugin\_name](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/SummaryMetadata/PluginData#plugin_name)

## Class PluginData

Defined in [core/framework/summary.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/framework/summary.proto).

## Properties

### content

bytes content

### plugin\_name

string plugin\_name

# tf.compat.v1.tables\_initializer

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/tables_initializer#top_of_page)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/tables_initializer#aliases)

Returns an Op that initializes all tables of the default graph.

### Aliases:

tf.compat.v1.initializers.tables\_initializer

tf.compat.v1.tables\_initializer

tf.compat.v1.tables\_initializer(name='init\_all\_tables')

Defined in [python/ops/lookup\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/lookup_ops.py).

See the [Low Level Intro](https://www.tensorflow.org/guide/low_level_intro#feature_columns) guide, for an example of usage.

#### Args:

**name**: Optional name for the initialization op.

#### Returns:

An Op that initializes all tables. Note that if there are not tables the returned Op is a NoOp.

# tf.compat.v1.TensorInfo

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo#top_of_page)

[Class TensorInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo#class_tensorinfo)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo#properties)

[coo\_sparse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo#coo_sparse)

## Class TensorInfo

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Child Classes

[class CooSparse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse)

## Properties

### coo\_sparse

CooSparse coo\_sparse

### dtype

DataType dtype

### name

string name

### tensor\_shape

TensorShapeProto tensor\_shape

# tf.compat.v1.TensorInfo.CooSparse

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#top_of_page)

[Class CooSparse](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#class_coosparse)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#properties)

[dense\_shape\_tensor\_name](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#dense_shape_tensor_name)

[indices\_tensor\_name](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#indices_tensor_name)

[values\_tensor\_name](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TensorInfo/CooSparse#values_tensor_name)

## Class CooSparse

Defined in [core/protobuf/meta\_graph.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/protobuf/meta_graph.proto).

## Properties

### dense\_shape\_tensor\_name

string dense\_shape\_tensor\_name

### indices\_tensor\_name

string indices\_tensor\_name

### values\_tensor\_name

string values\_tensor\_name

# tf.compat.v1.TextLineReader

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader#top_of_page)

[Class TextLineReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader#class_textlinereader)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader#__init__)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader#properties)

[reader\_ref](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TextLineReader#reader_ref)

## Class TextLineReader

A Reader that outputs the lines of a file delimited by newlines.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

Newlines are stripped from the output. See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(  
    skip\_header\_lines=None,  
    name=None  
)

Create a TextLineReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use [**tf.data.TextLineDataset**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data/TextLineDataset).

#### Args:

**skip\_header\_lines**: An optional int. Defaults to 0. Number of lines to skip from the beginning of every file.

**name**: A name for the operation (optional).

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.TFRecordReader

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader#top_of_page)

[Class TFRecordReader](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader#class_tfrecordreader)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader#__init__)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader#properties)

[reader\_ref](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/TFRecordReader#reader_ref)

## Class TFRecordReader

A Reader that outputs the records from a TFRecords file.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(  
    name=None,  
    options=None  
)

Create a TFRecordReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use [**tf.data.TFRecordDataset**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data/TFRecordDataset).

#### Args:

**name**: A name for the operation (optional).

**options**: A TFRecordOptions object (optional).

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.to\_bfloat16

Casts a tensor to type bfloat16. (deprecated)

tf.compat.v1.to\_bfloat16(  
    x,  
    name='ToBFloat16'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type bfloat16.

#### Raises:

**TypeError**: If x cannot be cast to the bfloat16.

# tf.compat.v1.to\_complex64

Casts a tensor to type complex64. (deprecated)

tf.compat.v1.to\_complex64(  
    x,  
    name='ToComplex64'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type complex64.

#### Raises:

**TypeError**: If x cannot be cast to the complex64.

# tf.compat.v1.to\_complex128

Casts a tensor to type complex128. (deprecated)

tf.compat.v1.to\_complex128(  
    x,  
    name='ToComplex128'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type complex128.

#### Raises:

**TypeError**: If x cannot be cast to the complex128.

# tf.compat.v1.to\_double

Casts a tensor to type float64. (deprecated)

tf.compat.v1.to\_double(  
    x,  
    name='ToDouble'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type float64.

#### Raises:

**TypeError**: If x cannot be cast to the float64.

# tf.compat.v1.to\_float

Casts a tensor to type float32. (deprecated)

tf.compat.v1.to\_float(  
    x,  
    name='ToFloat'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type float32.

#### Raises:

**TypeError**: If x cannot be cast to the float32.

# tf.compat.v1.to\_int32

Casts a tensor to type int32. (deprecated)

tf.compat.v1.to\_int32(  
    x,  
    name='ToInt32'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type int32.

#### Raises:

**TypeError**: If x cannot be cast to the int32.

# tf.compat.v1.to\_int64

Casts a tensor to type int64. (deprecated)

tf.compat.v1.to\_int64(  
    x,  
    name='ToInt64'  
)

Defined in [python/ops/math\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/math_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use [**tf.cast**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/dtypes/cast) instead.

#### Args:

**x**: A Tensor or SparseTensor or IndexedSlices.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor or IndexedSlices with same shape as x with type int64.

#### Raises:

**TypeError**: If x cannot be cast to the int64.

# tf.compat.v1.trainable\_variables

Returns all variables created with trainable=True.

tf.compat.v1.trainable\_variables(scope=None)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

When passed trainable=True, the Variable() constructor automatically adds new variables to the graph collection GraphKeys.TRAINABLE\_VARIABLES. This convenience function returns the contents of that collection.

#### Args:

**scope**: (Optional.) A string. If supplied, the resulting list is filtered to include only items whose name attribute matches scope using re.match. Items without a name attribute are never returned if a scope is supplied. The choice of re.match means that a scope without special tokens filters by prefix.

#### Returns:

A list of Variable objects.

# tf.compat.v1.transpose

Transposes a.

tf.compat.v1.transpose(  
    a,  
    perm=None,  
    name='transpose',  
    conjugate=False  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Permutes the dimensions according to perm.

The returned tensor's dimension i will correspond to the input dimension perm[i]. If perm is not given, it is set to (n-1...0), where n is the rank of the input tensor. Hence by default, this operation performs a regular matrix transpose on 2-D input Tensors. If conjugate is True and a.dtype is either complex64 or complex128 then the values of a are conjugated and transposed.

#### For example:

x = tf.constant([[1, 2, 3], [4, 5, 6]])  
tf.transpose(x)  # [[1, 4]  
                 #  [2, 5]  
                 #  [3, 6]]  
  
# Equivalently  
tf.transpose(x, perm=[1, 0])  # [[1, 4]  
                              #  [2, 5]  
                              #  [3, 6]]  
  
# If x is complex, setting conjugate=True gives the conjugate transpose  
x = tf.constant([[1 + 1j, 2 + 2j, 3 + 3j],  
                 [4 + 4j, 5 + 5j, 6 + 6j]])  
tf.transpose(x, conjugate=True)  # [[1 - 1j, 4 - 4j],  
                                 #  [2 - 2j, 5 - 5j],  
                                 #  [3 - 3j, 6 - 6j]]  
  
# 'perm' is more useful for n-dimensional tensors, for n > 2  
x = tf.constant([[[ 1,  2,  3],  
                  [ 4,  5,  6]],  
                 [[ 7,  8,  9],  
                  [10, 11, 12]]])  
  
# Take the transpose of the matrices in dimension-0  
# (this common operation has a shorthand `linalg.matrix\_transpose`)  
tf.transpose(x, perm=[0, 2, 1])  # [[[1,  4],  
                                 #   [2,  5],  
                                 #   [3,  6]],  
                                 #  [[7, 10],  
                                 #   [8, 11],  
                                 #   [9, 12]]]

#### Args:

**a**: A Tensor.

**perm**: A permutation of the dimensions of a.

**name**: A name for the operation (optional).

**conjugate**: Optional bool. Setting it to True is mathematically equivalent to tf.math.conj(tf.transpose(input)).

#### Returns:

A transposed Tensor.

#### Numpy Compatibility

In numpy transposes are memory-efficient constant time operations as they simply return a new view of the same data with adjusted strides.

TensorFlow does not support strides, so transpose returns a new tensor with the items permuted.

# tf.compat.v1.truncated\_normal\_initializer

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/truncated_normal_initializer#top_of_page)

[Class truncated\_normal\_initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/truncated_normal_initializer#class_truncated_normal_initializer)

[Aliases:](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/truncated_normal_initializer#aliases)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/truncated_normal_initializer#__init__)
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## Class truncated\_normal\_initializer

Initializer that generates a truncated normal distribution.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Initializer)

### Aliases:

Class tf.compat.v1.initializers.truncated\_normal

Class tf.compat.v1.truncated\_normal\_initializer

Defined in [python/ops/init\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops.py).

These values are similar to values from a random\_normal\_initializer except that values more than two standard deviations from the mean are discarded and re-drawn. This is the recommended initializer for neural network weights and filters.

#### Args:

**mean**: a python scalar or a scalar tensor. Mean of the random values to generate.

**stddev**: a python scalar or a scalar tensor. Standard deviation of the random values to generate.

**seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

**dtype**: Default data type, used if no dtype argument is provided when calling the initializer. Only floating point types are supported.

## \_\_init\_\_

\_\_init\_\_(  
    mean=0.0,  
    stddev=1.0,  
    seed=None,  
    dtype=tf.dtypes.float32  
)

DEPRECATED FUNCTION ARGUMENTS

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dtype)**. They will be removed in a future version. Instructions for updating: Call initializer instance with the dtype argument instead of passing it to the constructor

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=None,  
    partition\_info=None  
)

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

**config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.compat.v1.tuple

Group tensors together.

tf.compat.v1.tuple(  
    tensors,  
    name=None,  
    control\_inputs=None  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

This creates a tuple of tensors with the same values as the tensors argument, except that the value of each tensor is only returned after the values of all tensors have been computed.

control\_inputs contains additional ops that have to finish before this op finishes, but whose outputs are not returned.

This can be used as a "join" mechanism for parallel computations: all the argument tensors can be computed in parallel, but the values of any tensor returned by tuple are only available after all the parallel computations are done.

See also [tf.group](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/group) and [tf.control\_dependencies](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/control_dependencies).

#### Args:

**tensors**: A list of Tensors or IndexedSlices, some entries can be None.

**name**: (optional) A name to use as a name\_scope for the operation.

**control\_inputs**: List of additional ops to finish before returning.

#### Returns:

Same as tensors.

#### Raises:

**ValueError**: If tensors does not contain any Tensor or IndexedSlices.

**TypeError**: If control\_inputs is not a list of Operation or Tensor objects.

# tf.compat.v1.uniform\_unit\_scaling\_initializer
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## Class uniform\_unit\_scaling\_initializer

Initializer that generates tensors without scaling variance.

Inherits From: [Initializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/keras/initializers/Initializer)

### Aliases:

Class tf.compat.v1.initializers.uniform\_unit\_scaling

Class tf.compat.v1.uniform\_unit\_scaling\_initializer

Defined in [python/ops/init\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/init_ops.py).

When initializing a deep network, it is in principle advantageous to keep the scale of the input variance constant, so it does not explode or diminish by reaching the final layer. If the input is x and the operation x \* W, and we want to initialize W uniformly at random, we need to pick W from

[-sqrt(3) / sqrt(dim), sqrt(3) / sqrt(dim)]

to keep the scale intact, where dim = W.shape[0] (the size of the input). A similar calculation for convolutional networks gives an analogous result with dim equal to the product of the first 3 dimensions. When nonlinearities are present, we need to multiply this by a constant factor. See (Sussillo et al., 2014) for deeper motivation, experiments and the calculation of constants. In section 2.3 there, the constants were numerically computed: for a linear layer it's 1.0, relu: ~1.43, tanh: ~1.15.

#### Args:

**factor**: Float. A multiplicative factor by which the values will be scaled.

**seed**: A Python integer. Used to create random seeds. See [tf.compat.v1.set\_random\_seed](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/set_random_seed)for behavior.

**dtype**: Default data type, used if no dtype argument is provided when calling the initializer. Only floating point types are supported.

#### References:

[Sussillo et al., 2014](https://arxiv.org/abs/1412.6558) ([pdf](http://arxiv.org/pdf/1412.6558.pdf))

## \_\_init\_\_

\_\_init\_\_(  
    factor=1.0,  
    seed=None,  
    dtype=tf.dtypes.float32  
)

DEPRECATED FUNCTION (deprecated arguments)

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(dtype)**. They will be removed in a future version. Instructions for updating: Call initializer instance with the dtype argument instead of passing it to the constructor**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use tf.initializers.variance\_scaling instead with distribution=uniform to get equivalent behavior.

## Methods

### \_\_call\_\_

\_\_call\_\_(  
    shape,  
    dtype=None,  
    partition\_info=None  
)

### from\_config

from\_config(  
    cls,  
    config  
)

Instantiates an initializer from a configuration dictionary.

#### Example:

initializer = RandomUniform(-1, 1)  
config = initializer.get\_config()  
initializer = RandomUniform.from\_config(config)

#### Args:

**config**: A Python dictionary. It will typically be the output of get\_config.

#### Returns:

An Initializer instance.

### get\_config

get\_config()

# tf.compat.v1.Variable
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## Class Variable

See the [Variables Guide](https://tensorflow.org/guide/variables).

Inherits From: [Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

A variable maintains state in the graph across calls to run(). You add a variable to the graph by constructing an instance of the class Variable.

The Variable() constructor requires an initial value for the variable, which can be a Tensor of any type and shape. The initial value defines the type and shape of the variable. After construction, the type and shape of the variable are fixed. The value can be changed using one of the assign methods.

If you want to change the shape of a variable later you have to use an assign Op with validate\_shape=False.

Just like any Tensor, variables created with Variable() can be used as inputs for other Ops in the graph. Additionally, all the operators overloaded for the Tensor class are carried over to variables, so you can also add nodes to the graph by just doing arithmetic on variables.

import tensorflow as tf  
  
# Create a variable.  
w = tf.Variable(<initial-value>, name=<optional-name>)  
  
# Use the variable in the graph like any Tensor.  
y = tf.matmul(w, ...another variable or tensor...)  
  
# The overloaded operators are available too.  
z = tf.sigmoid(w + y)  
  
# Assign a new value to the variable with `assign()` or a related method.  
w.assign(w + 1.0)  
w.assign\_add(1.0)

When you launch the graph, variables have to be explicitly initialized before you can run Ops that use their value. You can initialize a variable by running its initializer op, restoring the variable from a save file, or simply running an assign Op that assigns a value to the variable. In fact, the variable initializer op is just an assign Op that assigns the variable's initial value to the variable itself.

# Launch the graph in a session.  
with tf.compat.v1.Session() as sess:  
    # Run the variable initializer.  
    sess.run(w.initializer)  
    # ...you now can run ops that use the value of 'w'...

The most common initialization pattern is to use the convenience functionglobal\_variables\_initializer() to add an Op to the graph that initializes all the variables. You then run that Op after launching the graph.

# Add an Op to initialize global variables.  
init\_op = tf.compat.v1.global\_variables\_initializer()  
  
# Launch the graph in a session.  
with tf.compat.v1.Session() as sess:  
    # Run the Op that initializes global variables.  
    sess.run(init\_op)  
    # ...you can now run any Op that uses variable values...

If you need to create a variable with an initial value dependent on another variable, use the other variable's initialized\_value(). This ensures that variables are initialized in the right order.

All variables are automatically collected in the graph where they are created. By default, the constructor adds the new variable to the graph collection GraphKeys.GLOBAL\_VARIABLES. The convenience function global\_variables() returns the contents of that collection.

When building a machine learning model it is often convenient to distinguish between variables holding the trainable model parameters and other variables such as a global step variable used to count training steps. To make this easier, the variable constructor supports a trainable=<bool>parameter. If True, the new variable is also added to the graph collectionGraphKeys.TRAINABLE\_VARIABLES. The convenience function trainable\_variables() returns the contents of this collection. The various Optimizer classes use this collection as the default list of variables to optimize.

WARNING: tf.Variable objects by default have a non-intuitive memory model. A Variable is represented internally as a mutable Tensor which can non-deterministically alias other Tensors in a graph. The set of operations which consume a Variable and can lead to aliasing is undetermined and can change across TensorFlow versions. Avoid writing code which relies on the value of a Variable either changing or not changing as other operations happen. For example, using Variable objects or simple functions thereof as predicates in a [tf.cond](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/cond) is dangerous and error-prone:

v = tf.Variable(True)  
tf.cond(v, lambda: v.assign(False), my\_false\_fn)  # Note: this is broken.

Here, adding use\_resource=True when constructing the variable will fix any nondeterminism issues:

v = tf.Variable(True, use\_resource=True)  
tf.cond(v, lambda: v.assign(False), my\_false\_fn)

To use the replacement for variables which does not have these issues:

Add use\_resource=True when constructing [tf.Variable](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable);

Call tf.compat.v1.get\_variable\_scope().set\_use\_resource(True) inside a[tf.compat.v1.variable\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/variable_scope) before the tf.compat.v1.get\_variable() call.

## \_\_init\_\_

\_\_init\_\_(  
    initial\_value=None,  
    trainable=None,  
    collections=None,  
    validate\_shape=True,  
    caching\_device=None,  
    name=None,  
    variable\_def=None,  
    dtype=None,  
    expected\_shape=None,  
    import\_scope=None,  
    constraint=None,  
    use\_resource=None,  
    synchronization=tf.VariableSynchronization.AUTO,  
    aggregation=tf.compat.v1.VariableAggregation.NONE,  
    shape=None  
)

Creates a new variable with value initial\_value.

The new variable is added to the graph collections listed in collections, which defaults to [GraphKeys.GLOBAL\_VARIABLES].

If trainable is True the variable is also added to the graph collectionGraphKeys.TRAINABLE\_VARIABLES.

This constructor creates both a variable Op and an assign Op to set the variable to its initial value.

#### Args:

**initial\_value**: A Tensor, or Python object convertible to a Tensor, which is the initial value for the Variable. The initial value must have a shape specified unless validate\_shape is set to False. Can also be a callable with no argument that returns the initial value when called. In that case, dtype must be specified. (Note that initializer functions from init\_ops.py must first be bound to a shape before being used here.)

**trainable**: If True, also adds the variable to the graph collection GraphKeys.TRAINABLE\_VARIABLES. This collection is used as the default list of variables to use by the Optimizer classes. Defaults to True unless synchronization is set to ON\_READ.

**collections**: List of graph collections keys. The new variable is added to these collections. Defaults to [GraphKeys.GLOBAL\_VARIABLES].

**validate\_shape**: If False, allows the variable to be initialized with a value of unknown shape. If True, the default, the shape of initial\_value must be known.

**caching\_device**: Optional device string describing where the Variable should be cached for reading. Defaults to the Variable's device. If not None, caches on another device. Typical use is to cache on the device where the Ops using the Variable reside, to deduplicate copying through Switch and other conditional statements.

**name**: Optional name for the variable. Defaults to 'Variable' and gets uniquified automatically.

**variable\_def**: VariableDef protocol buffer. If not None, recreates the Variable object with its contents, referencing the variable's nodes in the graph, which must already exist. The graph is not changed. variable\_def and the other arguments are mutually exclusive.

**dtype**: If set, initial\_value will be converted to the given type. If None, either the datatype will be kept (if initial\_value is a Tensor), or convert\_to\_tensor will decide.

**expected\_shape**: A TensorShape. If set, initial\_value is expected to have this shape.

**import\_scope**: Optional string. Name scope to add to the Variable. Only used when initializing from protocol buffer.

**constraint**: An optional projection function to be applied to the variable after being updated by an Optimizer (e.g. used to implement norm constraints or value constraints for layer weights). The function must take as input the unprojected Tensor representing the value of the variable and return the Tensor for the projected value (which must have the same shape). Constraints are not safe to use when doing asynchronous distributed training.

**use\_resource**: whether to use resource variables.

**synchronization**: Indicates when a distributed a variable will be aggregated. Accepted values are constants defined in the class [tf.VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization). By default the synchronization is set to AUTO and the current DistributionStrategy chooses when to synchronize. If synchronization is set to ON\_READ, trainable must not be set to True.

**aggregation**: Indicates how a distributed variable will be aggregated. Accepted values are constants defined in the class [tf.VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableAggregation).

**shape**: (optional) The shape of this variable. If None, the shape of initial\_value will be used. When setting this argument to tf.TensorShape(None) (representing an unspecified shape), the variable can be assigned with values of different shapes.

#### Raises:

**ValueError**: If both variable\_def and initial\_value are specified.

**ValueError**: If the initial value is not specified, or does not have a shape and validate\_shapeis True.

**RuntimeError**: If eager execution is enabled.

## Child Classes

[class SaveSliceInfo](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Variable/SaveSliceInfo)

## Properties

### aggregation

### constraint

Returns the constraint function associated with this variable.

#### Returns:

The constraint function that was passed to the variable constructor. Can be None if no constraint was passed.

### device

The device of this variable.

### dtype

The DType of this variable.

### graph

The Graph of this variable.

### initial\_value

Returns the Tensor used as the initial value for the variable.

Note that this is different from initialized\_value() which runs the op that initializes the variable before returning its value. This method returns the tensor that is used by the op that initializes the variable.

#### Returns:

A Tensor.

### initializer

The initializer operation for this variable.

### name

The name of this variable.

### op

The Operation of this variable.

### shape

The TensorShape of this variable.

#### Returns:

A TensorShape.

### synchronization

### trainable

## Methods

### \_\_abs\_\_

\_\_abs\_\_(  
    x,  
    name=None  
)

Computes the absolute value of a tensor.

Given a tensor of integer or floating-point values, this operation returns a tensor of the same type, where each element contains the absolute value of the corresponding element in the input.

Given a tensor x of complex numbers, this operation returns a tensor of type float32 or float64that is the absolute value of each element in x. All elements in x must be complex numbers of the form a+bj. The absolute value is computed as a2+b2. For example:

x = tf.constant([[-2.25 + 4.75j], [-3.25 + 5.75j]])  
tf.abs(x)  # [5.25594902, 6.60492229]

#### Args:

**x**: A Tensor or SparseTensor of type float16, float32, float64, int32, int64, complex64 or complex128.

**name**: A name for the operation (optional).

#### Returns:

A Tensor or SparseTensor the same size, type, and sparsity as x with absolute values. Note, for complex64 or complex128 input, the returned Tensor will be of type float32 or float64, respectively.

### \_\_add\_\_

\_\_add\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_and\_\_

\_\_and\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor of type bool.

**y**: A Tensor of type bool.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_div\_\_

\_\_div\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Divide two values using Python 2 semantics.

Used for Tensor.**div**.

#### Args:

**x**: Tensor numerator of real numeric type.

**y**: Tensor denominator of real numeric type.

**name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_floordiv\_\_

\_\_floordiv\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

**x**: Tensor numerator of real numeric type.

**y**: Tensor denominator of real numeric type.

**name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

**TypeError**: If the inputs are complex.

### \_\_ge\_\_

\_\_ge\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of (x >= y) element-wise.

NOTE: math.greater\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_getitem\_\_

\_\_getitem\_\_(  
    var,  
    slice\_spec  
)

Creates a slice helper object given a variable.

This allows creating a sub-tensor from part of the current contents of a variable. See [tf.Tensor.**getitem**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#__getitem__) for detailed examples of slicing.

This function in addition also allows assignment to a sliced range. This is similar to \_\_setitem\_\_functionality in Python. However, the syntax is different so that the user can capture the assignment operation for grouping or passing to sess.run(). For example,

import tensorflow as tf  
A = tf.Variable([[1,2,3], [4,5,6], [7,8,9]], dtype=tf.float32)  
with tf.compat.v1.Session() as sess:  
  sess.run(tf.compat.v1.global\_variables\_initializer())  
  print(sess.run(A[:2, :2]))  # => [[1,2], [4,5]]  
  
  op = A[:2,:2].assign(22. \* tf.ones((2, 2)))  
  print(sess.run(op))  # => [[22, 22, 3], [22, 22, 6], [7,8,9]]

Note that assignments currently do not support NumPy broadcasting semantics.

#### Args:

**var**: An ops.Variable object.

**slice\_spec**: The arguments to Tensor.\_\_getitem\_\_.

#### Returns:

The appropriate slice of "tensor", based on "slice\_spec". As an operator. The operator also has a assign() method that can be used to generate an assignment operator.

#### Raises:

**ValueError**: If a slice range is negative size.

**TypeError**: TypeError: If the slice indices aren't int, slice, ellipsis, tf.newaxis or int32/int64 tensors.

### \_\_gt\_\_

\_\_gt\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of (x > y) element-wise.

NOTE: math.greater supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_invert\_\_

\_\_invert\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of NOT x element-wise.

#### Args:

**x**: A Tensor of type bool.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_iter\_\_

\_\_iter\_\_()

Dummy method to prevent iteration. Do not call.

NOTE(mrry): If we register **getitem** as an overloaded operator, Python will valiantly attempt to iterate over the variable's Tensor from 0 to infinity. Declaring this method prevents this unintended behavior.

#### Raises:

**TypeError**: when invoked.

### \_\_le\_\_

\_\_le\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of (x <= y) element-wise.

NOTE: math.less\_equal supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_lt\_\_

\_\_lt\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of (x < y) element-wise.

NOTE: math.less supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: float32, float64, int32, uint8, int16, int8, int64, bfloat16, uint16, half, uint32, uint64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_matmul\_\_

\_\_matmul\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Multiplies matrix a by matrix b, producing a \* b.

The inputs must, following any transpositions, be tensors of rank >= 2 where the inner 2 dimensions specify valid matrix multiplication arguments, and any further outer dimensions match.

Both matrices must be of the same type. The supported types are: float16, float32, float64, int32, complex64, complex128.

Either matrix can be transposed or adjointed (conjugated and transposed) on the fly by setting one of the corresponding flag to True. These are False by default.

If one or both of the matrices contain a lot of zeros, a more efficient multiplication algorithm can be used by setting the corresponding a\_is\_sparse or b\_is\_sparse flag to True. These are False by default. This optimization is only available for plain matrices (rank-2 tensors) with datatypes bfloat16 or float32.

#### For example:

# 2-D tensor `a`  
# [[1, 2, 3],  
#  [4, 5, 6]]  
a = tf.constant([1, 2, 3, 4, 5, 6], shape=[2, 3])  
  
# 2-D tensor `b`  
# [[ 7,  8],  
#  [ 9, 10],  
#  [11, 12]]  
b = tf.constant([7, 8, 9, 10, 11, 12], shape=[3, 2])  
  
# `a` \* `b`  
# [[ 58,  64],  
#  [139, 154]]  
c = tf.matmul(a, b)  
  
  
# 3-D tensor `a`  
# [[[ 1,  2,  3],  
#   [ 4,  5,  6]],  
#  [[ 7,  8,  9],  
#   [10, 11, 12]]]  
a = tf.constant(np.arange(1, 13, dtype=np.int32),  
                shape=[2, 2, 3])  
  
# 3-D tensor `b`  
# [[[13, 14],  
#   [15, 16],  
#   [17, 18]],  
#  [[19, 20],  
#   [21, 22],  
#   [23, 24]]]  
b = tf.constant(np.arange(13, 25, dtype=np.int32),  
                shape=[2, 3, 2])  
  
# `a` \* `b`  
# [[[ 94, 100],  
#   [229, 244]],  
#  [[508, 532],  
#   [697, 730]]]  
c = tf.matmul(a, b)  
  
# Since python >= 3.5 the @ operator is supported (see PEP 465).  
# In TensorFlow, it simply calls the `tf.matmul()` function, so the  
# following lines are equivalent:  
d = a @ b @ [[10.], [11.]]  
d = tf.matmul(tf.matmul(a, b), [[10.], [11.]])

#### Args:

**a**: Tensor of type float16, float32, float64, int32, complex64, complex128 and rank > 1.

**b**: Tensor with same type and rank as a.

**transpose\_a**: If True, a is transposed before multiplication.

**transpose\_b**: If True, b is transposed before multiplication.

**adjoint\_a**: If True, a is conjugated and transposed before multiplication.

**adjoint\_b**: If True, b is conjugated and transposed before multiplication.

**a\_is\_sparse**: If True, a is treated as a sparse matrix.

**b\_is\_sparse**: If True, b is treated as a sparse matrix.

**name**: Name for the operation (optional).

#### Returns:

A Tensor of the same type as a and b where each inner-most matrix is the product of the corresponding matrices in a and b, e.g. if all transpose or adjoint attributes are False:

output[..., i, j] = sum\_k (a[..., i, k] \* b[..., k, j]), for all indices i, j.

**Note**: This is matrix product, not element-wise product.

#### Raises:

**ValueError**: If transpose\_a and adjoint\_a, or transpose\_b and adjoint\_b are both set to True.

### \_\_mod\_\_

\_\_mod\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_mul\_\_

\_\_mul\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Dispatches cwise mul for "DenseDense" and "DenseSparse".

### \_\_neg\_\_

\_\_neg\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Computes numerical negative value element-wise.

I.e., y=−x.

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, int32, int64, complex64, complex128.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_or\_\_

\_\_or\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor of type bool.

**y**: A Tensor of type bool.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_pow\_\_

\_\_pow\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

**x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.

**y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.

**name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_radd\_\_

\_\_radd\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns x + y element-wise.

NOTE: math.add supports broadcasting. AddN does not. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, int16, int32, int64, complex64, complex128, string.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rand\_\_

\_\_rand\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of x AND y element-wise.

NOTE: math.logical\_and supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor of type bool.

**y**: A Tensor of type bool.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rdiv\_\_

\_\_rdiv\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Divide two values using Python 2 semantics.

Used for Tensor.**div**.

#### Args:

**x**: Tensor numerator of real numeric type.

**y**: Tensor denominator of real numeric type.

**name**: A name for the operation (optional).

#### Returns:

x / y returns the quotient of x and y.

### \_\_rfloordiv\_\_

\_\_rfloordiv\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Divides x / y elementwise, rounding toward the most negative integer.

The same as tf.compat.v1.div(x,y) for integers, but uses tf.floor(tf.compat.v1.div(x,y))for floating point arguments so that the result is always an integer (though possibly an integer represented as floating point). This op is generated by x // y floor division in Python 3 and in Python 2.7 with from \_\_future\_\_ import division.

x and y must have the same type, and the result will have the same type as well.

#### Args:

**x**: Tensor numerator of real numeric type.

**y**: Tensor denominator of real numeric type.

**name**: A name for the operation (optional).

#### Returns:

x / y rounded down.

#### Raises:

**TypeError**: If the inputs are complex.

### \_\_rmatmul\_\_

\_\_rmatmul\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Multiplies matrix a by matrix b, producing a \* b.

The inputs must, following any transpositions, be tensors of rank >= 2 where the inner 2 dimensions specify valid matrix multiplication arguments, and any further outer dimensions match.

Both matrices must be of the same type. The supported types are: float16, float32, float64, int32, complex64, complex128.

Either matrix can be transposed or adjointed (conjugated and transposed) on the fly by setting one of the corresponding flag to True. These are False by default.

If one or both of the matrices contain a lot of zeros, a more efficient multiplication algorithm can be used by setting the corresponding a\_is\_sparse or b\_is\_sparse flag to True. These are False by default. This optimization is only available for plain matrices (rank-2 tensors) with datatypes bfloat16 or float32.

#### For example:

# 2-D tensor `a`  
# [[1, 2, 3],  
#  [4, 5, 6]]  
a = tf.constant([1, 2, 3, 4, 5, 6], shape=[2, 3])  
  
# 2-D tensor `b`  
# [[ 7,  8],  
#  [ 9, 10],  
#  [11, 12]]  
b = tf.constant([7, 8, 9, 10, 11, 12], shape=[3, 2])  
  
# `a` \* `b`  
# [[ 58,  64],  
#  [139, 154]]  
c = tf.matmul(a, b)  
  
  
# 3-D tensor `a`  
# [[[ 1,  2,  3],  
#   [ 4,  5,  6]],  
#  [[ 7,  8,  9],  
#   [10, 11, 12]]]  
a = tf.constant(np.arange(1, 13, dtype=np.int32),  
                shape=[2, 2, 3])  
  
# 3-D tensor `b`  
# [[[13, 14],  
#   [15, 16],  
#   [17, 18]],  
#  [[19, 20],  
#   [21, 22],  
#   [23, 24]]]  
b = tf.constant(np.arange(13, 25, dtype=np.int32),  
                shape=[2, 3, 2])  
  
# `a` \* `b`  
# [[[ 94, 100],  
#   [229, 244]],  
#  [[508, 532],  
#   [697, 730]]]  
c = tf.matmul(a, b)  
  
# Since python >= 3.5 the @ operator is supported (see PEP 465).  
# In TensorFlow, it simply calls the `tf.matmul()` function, so the  
# following lines are equivalent:  
d = a @ b @ [[10.], [11.]]  
d = tf.matmul(tf.matmul(a, b), [[10.], [11.]])

#### Args:

**a**: Tensor of type float16, float32, float64, int32, complex64, complex128 and rank > 1.

**b**: Tensor with same type and rank as a.

**transpose\_a**: If True, a is transposed before multiplication.

**transpose\_b**: If True, b is transposed before multiplication.

**adjoint\_a**: If True, a is conjugated and transposed before multiplication.

**adjoint\_b**: If True, b is conjugated and transposed before multiplication.

**a\_is\_sparse**: If True, a is treated as a sparse matrix.

**b\_is\_sparse**: If True, b is treated as a sparse matrix.

**name**: Name for the operation (optional).

#### Returns:

A Tensor of the same type as a and b where each inner-most matrix is the product of the corresponding matrices in a and b, e.g. if all transpose or adjoint attributes are False:

output[..., i, j] = sum\_k (a[..., i, k] \* b[..., k, j]), for all indices i, j.

**Note**: This is matrix product, not element-wise product.

#### Raises:

**ValueError**: If transpose\_a and adjoint\_a, or transpose\_b and adjoint\_b are both set to True.

### \_\_rmod\_\_

\_\_rmod\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns element-wise remainder of division. When x < 0 xor y < 0 is

true, this follows Python semantics in that the result here is consistent with a flooring divide. E.g. floor(x / y) \* y + mod(x, y) = x.

NOTE: math.floormod supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: int32, int64, bfloat16, half, float32, float64.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rmul\_\_

\_\_rmul\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Dispatches cwise mul for "DenseDense" and "DenseSparse".

### \_\_ror\_\_

\_\_ror\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns the truth value of x OR y element-wise.

NOTE: math.logical\_or supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor of type bool.

**y**: A Tensor of type bool.

**name**: A name for the operation (optional).

#### Returns:

A Tensor of type bool.

### \_\_rpow\_\_

\_\_rpow\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Computes the power of one value to another.

Given a tensor x and a tensor y, this operation computes xy for corresponding elements in x and y. For example:

x = tf.constant([[2, 2], [3, 3]])  
y = tf.constant([[8, 16], [2, 3]])  
tf.pow(x, y)  # [[256, 65536], [9, 27]]

#### Args:

**x**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.

**y**: A Tensor of type float16, float32, float64, int32, int64, complex64, or complex128.

**name**: A name for the operation (optional).

#### Returns:

A Tensor.

### \_\_rsub\_\_

\_\_rsub\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_rtruediv\_\_

\_\_rtruediv\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

### \_\_rxor\_\_

\_\_rxor\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

**x**: A Tensor type bool.

**y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### \_\_sub\_\_

\_\_sub\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Returns x - y element-wise.

NOTE: Subtract supports broadcasting. More about broadcasting [here](http://docs.scipy.org/doc/numpy/user/basics.broadcasting.html)

#### Args:

**x**: A Tensor. Must be one of the following types: bfloat16, half, float32, float64, uint8, int8, uint16, int16, int32, int64, complex64, complex128.

**y**: A Tensor. Must have the same type as x.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as x.

### \_\_truediv\_\_

\_\_truediv\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

### \_\_xor\_\_

\_\_xor\_\_(  
    a,  
    \*args,  
    \*\*kwargs  
)

Logical XOR function.

x ^ y = (x | y) & ~(x & y)

Inputs are tensor and if the tensors contains more than one element, an element-wise logical XOR is computed.

#### Usage:

x = tf.constant([False, False, True, True], dtype = tf.bool)  
y = tf.constant([False, True, False, True], dtype = tf.bool)  
z = tf.logical\_xor(x, y, name="LogicalXor")  
#  here z = [False  True  True False]

#### Args:

**x**: A Tensor type bool.

**y**: A Tensor of type bool.

#### Returns:

A Tensor of type bool with the same size as that of x or y.

### assign

assign(  
    value,  
    use\_locking=False,  
    name=None,  
    read\_value=True  
)

Assigns a new value to the variable.

This is essentially a shortcut for assign(self, value).

#### Args:

**value**: A Tensor. The new value for this variable.

**use\_locking**: If True, use locking during the assignment.

**name**: The name of the operation to be created

**read\_value**: if True, will return something which evaluates to the new value of the variable; if False will return the assign op.

#### Returns:

A Tensor that will hold the new value of this variable after the assignment has completed.

### assign\_add

assign\_add(  
    delta,  
    use\_locking=False,  
    name=None,  
    read\_value=True  
)

Adds a value to this variable.

This is essentially a shortcut for assign\_add(self, delta).

#### Args:

**delta**: A Tensor. The value to add to this variable.

**use\_locking**: If True, use locking during the operation.

**name**: The name of the operation to be created

**read\_value**: if True, will return something which evaluates to the new value of the variable; if False will return the assign op.

#### Returns:

A Tensor that will hold the new value of this variable after the addition has completed.

### assign\_sub

assign\_sub(  
    delta,  
    use\_locking=False,  
    name=None,  
    read\_value=True  
)

Subtracts a value from this variable.

This is essentially a shortcut for assign\_sub(self, delta).

#### Args:

**delta**: A Tensor. The value to subtract from this variable.

**use\_locking**: If True, use locking during the operation.

**name**: The name of the operation to be created

**read\_value**: if True, will return something which evaluates to the new value of the variable; if False will return the assign op.

#### Returns:

A Tensor that will hold the new value of this variable after the subtraction has completed.

### batch\_scatter\_update

batch\_scatter\_update(  
    sparse\_delta,  
    use\_locking=False,  
    name=None  
)

Assigns IndexedSlices to this variable batch-wise.

Analogous to batch\_gather. This assumes that this variable and the sparse\_delta IndexedSlices have a series of leading dimensions that are the same for all of them, and the updates are performed on the last dimension of indices. In other words, the dimensions should be the following:

num\_prefix\_dims = sparse\_delta.indices.ndims - 1 batch\_dim = num\_prefix\_dims + 1sparse\_delta.updates.shape = sparse\_delta.indices.shape + var.shape[ batch\_dim:]

where

sparse\_delta.updates.shape[:num\_prefix\_dims] == sparse\_delta.indices.shape[:num\_prefix\_dims] == var.shape[:num\_prefix\_dims]

And the operation performed can be expressed as:

var[i\_1, ..., i\_n, sparse\_delta.indices[i\_1, ..., i\_n, j]] = sparse\_delta.updates[ i\_1, ..., i\_n, j]

When sparse\_delta.indices is a 1D tensor, this operation is equivalent to scatter\_update.

To avoid this operation one can looping over the first ndims of the variable and using scatter\_update on the subtensors that result of slicing the first dimension. This is a valid option for ndims = 1, but less efficient than this implementation.

#### Args:

**sparse\_delta**: IndexedSlices to be assigned to this variable.

**use\_locking**: If True, use locking during the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered assignment has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### count\_up\_to

count\_up\_to(limit)

Increments this variable until it reaches limit. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Prefer Dataset.range instead.

When that Op is run it tries to increment the variable by 1. If incrementing the variable would bring it above limit then the Op raises the exception OutOfRangeError.

If no error is raised, the Op outputs the value of the variable before the increment.

This is essentially a shortcut for count\_up\_to(self, limit).

#### Args:

**limit**: value at which incrementing the variable raises an error.

#### Returns:

A Tensor that will hold the variable value before the increment. If no other Op modifies this variable, the values produced will all be distinct.

### eval

eval(session=None)

In a session, computes and returns the value of this variable.

This is not a graph construction method, it does not add ops to the graph.

This convenience method requires a session where the graph containing this variable has been launched. If no session is passed, the default session is used. See [tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session) for more information on launching a graph and on sessions.

v = tf.Variable([1, 2])  
init = tf.compat.v1.global\_variables\_initializer()  
  
with tf.compat.v1.Session() as sess:  
    sess.run(init)  
    # Usage passing the session explicitly.  
    print(v.eval(sess))  
    # Usage with the default session.  The 'with' block  
    # above makes 'sess' the default session.  
    print(v.eval())

#### Args:

**session**: The session to use to evaluate this variable. If none, the default session is used.

#### Returns:

A numpy ndarray with a copy of the value of this variable.

### from\_proto

from\_proto(  
    variable\_def,  
    import\_scope=None  
)

Returns a Variable object created from variable\_def.

### gather\_nd

gather\_nd(  
    indices,  
    name=None  
)

Gather slices from params into a Tensor with shape specified by indices.

See tf.gather\_nd for details.

#### Args:

**indices**: A Tensor. Must be one of the following types: int32, int64. Index tensor.

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as params.

### get\_shape

get\_shape()

Alias of Variable.shape.

### initialized\_value

initialized\_value()

Returns the value of the initialized variable. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use Variable.read\_value. Variables in 2.X are initialized automatically both in eager and graph (inside tf.defun) contexts.

You should use this instead of the variable itself to initialize another variable with a value that depends on the value of this variable.

# Initialize 'v' with a random tensor.  
v = tf.Variable(tf.random.truncated\_normal([10, 40]))  
# Use `initialized\_value` to guarantee that `v` has been  
# initialized before its value is used to initialize `w`.  
# The random values are picked only once.  
w = tf.Variable(v.initialized\_value() \* 2.0)

#### Returns:

A Tensor holding the value of this variable after its initializer has run.

### load

load(  
    value,  
    session=None  
)

Load new value into this variable. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Prefer Variable.assign which has equivalent behavior in 2.X.

Writes new value to variable's memory. Doesn't add ops to the graph.

This convenience method requires a session where the graph containing this variable has been launched. If no session is passed, the default session is used. See [tf.compat.v1.Session](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/Session) for more information on launching a graph and on sessions.

v = tf.Variable([1, 2])  
init = tf.compat.v1.global\_variables\_initializer()  
  
with tf.compat.v1.Session() as sess:  
    sess.run(init)  
    # Usage passing the session explicitly.  
    v.load([2, 3], sess)  
    print(v.eval(sess)) # prints [2 3]  
    # Usage with the default session.  The 'with' block  
    # above makes 'sess' the default session.  
    v.load([3, 4], sess)  
    print(v.eval()) # prints [3 4]

#### Args:

**value**: New variable value

**session**: The session to use to evaluate this variable. If none, the default session is used.

#### Raises:

**ValueError**: Session is not passed and no default session

### read\_value

read\_value()

Returns the value of this variable, read in the current context.

Can be different from value() if it's on another device, with control dependencies, etc.

#### Returns:

A Tensor containing the value of the variable.

### scatter\_add

scatter\_add(  
    sparse\_delta,  
    use\_locking=False,  
    name=None  
)

Adds IndexedSlices to this variable.

#### Args:

**sparse\_delta**: IndexedSlices to be assigned to this variable.

**use\_locking**: If True, use locking during the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered addition has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### scatter\_nd\_add

scatter\_nd\_add(  
    indices,  
    updates,  
    name=None  
)

Applies sparse addition to individual values or slices in a Variable.

The Variable has rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into self. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of self.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, self.shape[K], ..., self.shape[P-1]].

For example, say we want to add 4 scattered elements to a rank-1 tensor to 8 elements. In Python, that update would look like this:

    v = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
    indices = tf.constant([[4], [3], [1] ,[7]])  
    updates = tf.constant([9, 10, 11, 12])  
    add = v.scatter\_nd\_add(indices, updates)  
    with tf.compat.v1.Session() as sess:  
      print sess.run(add)

The resulting update to v would look like this:

[1, 13, 3, 14, 14, 6, 7, 20]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**indices**: The indices to be used in the operation.

**updates**: The values to be used in the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered addition has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### scatter\_nd\_sub

scatter\_nd\_sub(  
    indices,  
    updates,  
    name=None  
)

Applies sparse subtraction to individual values or slices in a Variable.

Assuming the variable has rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into self. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of self.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, self.shape[K], ..., self.shape[P-1]].

For example, say we want to add 4 scattered elements to a rank-1 tensor to 8 elements. In Python, that update would look like this:

    v = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
    indices = tf.constant([[4], [3], [1] ,[7]])  
    updates = tf.constant([9, 10, 11, 12])  
    op = v.scatter\_nd\_sub(indices, updates)  
    with tf.compat.v1.Session() as sess:  
      print sess.run(op)

The resulting update to v would look like this:

[1, -9, 3, -6, -6, 6, 7, -4]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**indices**: The indices to be used in the operation.

**updates**: The values to be used in the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered subtraction has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### scatter\_nd\_update

scatter\_nd\_update(  
    indices,  
    updates,  
    name=None  
)

Applies sparse assignment to individual values or slices in a Variable.

The Variable has rank P and indices is a Tensor of rank Q.

indices must be integer tensor, containing indices into self. It must be shape [d\_0, ..., d\_{Q-2}, K] where 0 < K <= P.

The innermost dimension of indices (with length K) corresponds to indices into elements (if K = P) or slices (if K < P) along the Kth dimension of self.

updates is Tensor of rank Q-1+P-K with shape:

[d\_0, ..., d\_{Q-2}, self.shape[K], ..., self.shape[P-1]].

For example, say we want to add 4 scattered elements to a rank-1 tensor to 8 elements. In Python, that update would look like this:

    v = tf.Variable([1, 2, 3, 4, 5, 6, 7, 8])  
    indices = tf.constant([[4], [3], [1] ,[7]])  
    updates = tf.constant([9, 10, 11, 12])  
    op = v.scatter\_nd\_assign(indices, updates)  
    with tf.compat.v1.Session() as sess:  
      print sess.run(op)

The resulting update to v would look like this:

[1, 11, 3, 10, 9, 6, 7, 12]

See [tf.scatter\_nd](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd) for more details about how to make updates to slices.

#### Args:

**indices**: The indices to be used in the operation.

**updates**: The values to be used in the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered assignment has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### scatter\_sub

scatter\_sub(  
    sparse\_delta,  
    use\_locking=False,  
    name=None  
)

Subtracts IndexedSlices from this variable.

#### Args:

**sparse\_delta**: IndexedSlices to be subtracted from this variable.

**use\_locking**: If True, use locking during the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered subtraction has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### scatter\_update

scatter\_update(  
    sparse\_delta,  
    use\_locking=False,  
    name=None  
)

Assigns IndexedSlices to this variable.

#### Args:

**sparse\_delta**: IndexedSlices to be assigned to this variable.

**use\_locking**: If True, use locking during the operation.

**name**: the name of the operation.

#### Returns:

A Tensor that will hold the new value of this variable after the scattered assignment has completed.

#### Raises:

**ValueError**: if sparse\_delta is not an IndexedSlices.

### set\_shape

set\_shape(shape)

Overrides the shape for this variable.

#### Args:

**shape**: the TensorShape representing the overridden shape.

### sparse\_read

sparse\_read(  
    indices,  
    name=None  
)

Gather slices from params axis axis according to indices.

This function supports a subset of tf.gather, see tf.gather for details on usage.

#### Args:

**indices**: The index Tensor. Must be one of the following types: int32, int64. Must be in range [0, params.shape[axis]).

**name**: A name for the operation (optional).

#### Returns:

A Tensor. Has the same type as params.

### to\_proto

to\_proto(export\_scope=None)

Converts a Variable to a VariableDef protocol buffer.

#### Args:

**export\_scope**: Optional string. Name scope to remove.

#### Returns:

A VariableDef protocol buffer, or None if the Variable is not in the specified name scope.

### value

value()

Returns the last snapshot of this variable.

You usually do not need to call this method as all ops that need the value of the variable call it automatically through a convert\_to\_tensor() call.

Returns a Tensor which holds the value of the variable. You can not assign a new value to this tensor as it is not a reference to the variable.

To avoid copies, if the consumer of the returned value is on the same device as the variable, this actually returns the live value of the variable, not a copy. Updates to the variable are seen by the consumer. If the consumer is on a different device it will get a copy of the variable.

#### Returns:

A Tensor containing the value of the variable.
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Class VariableAggregation

Indicates how a distributed variable will be aggregated.

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

[tf.distribute.Strategy](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/distribute/Strategy) distributes a model by making multiple copies (called "replicas") acting data-parallel on different elements of the input batch. When performing some variable-update operation, say var.assign\_add(x), in a model, we need to resolve how to combine the different values for x computed in the different replicas.

NONE: This is the default, giving an error if you use a variable-update operation with multiple replicas.

SUM: Add the updates across replicas.

MEAN: Take the arithmetic mean ("average") of the updates across replicas.

ONLY\_FIRST\_REPLICA: This is for when every replica is performing the same update, but we only want to perform the update once. Used, e.g., for the global step counter.

ONLY\_FIRST\_TOWER: Deprecated alias for ONLY\_FIRST\_REPLICA.

Class Members

MEAN

NONE

ONLY\_FIRST\_REPLICA

SUM

# tf.compat.v1.VariableScope
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## Class VariableScope

Variable scope object to carry defaults to provide to get\_variable.

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

Many of the arguments we need for get\_variable in a variable store are most easily handled with a context. This object is used for the defaults.

#### Attributes:

**name**: name of the current scope, used as prefix in get\_variable.

**initializer**: default initializer passed to get\_variable.

**regularizer**: default regularizer passed to get\_variable.

**reuse**: Boolean, None, or tf.compat.v1.AUTO\_REUSE, setting the reuse in get\_variable. When eager execution is enabled this argument is always forced to be False.

**caching\_device**: string, callable, or None: the caching device passed to get\_variable.

**partitioner**: callable or None: the partitioner passed to get\_variable.

**custom\_getter**: default custom getter passed to get\_variable.

**name\_scope**: The name passed to [tf.name\_scope](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/name_scope).

**dtype**: default type passed to get\_variable (defaults to DT\_FLOAT).

**use\_resource**: if False, create a normal Variable; if True create an experimental ResourceVariable with well-defined semantics. Defaults to False (will later change to True). When eager execution is enabled this argument is always forced to be True.

**constraint**: An optional projection function to be applied to the variable after being updated by an Optimizer (e.g. used to implement norm constraints or value constraints for layer weights). The function must take as input the unprojected Tensor representing the value of the variable and return the Tensor for the projected value (which must have the same shape). Constraints are not safe to use when doing asynchronous distributed training.

## \_\_init\_\_

\_\_init\_\_(  
    reuse,  
    name='',  
    initializer=None,  
    regularizer=None,  
    caching\_device=None,  
    partitioner=None,  
    custom\_getter=None,  
    name\_scope='',  
    dtype=tf.dtypes.float32,  
    use\_resource=None,  
    constraint=None  
)

Creates a new VariableScope with the given properties.

## Properties

### caching\_device

### constraint

### custom\_getter

### dtype

### initializer

### name

### original\_name\_scope

### partitioner

### regularizer

### reuse

### use\_resource

## Methods

### get\_collection

get\_collection(name)

Get this scope's variables.

### get\_variable

get\_variable(  
    var\_store,  
    name,  
    shape=None,  
    dtype=None,  
    initializer=None,  
    regularizer=None,  
    reuse=None,  
    trainable=None,  
    collections=None,  
    caching\_device=None,  
    partitioner=None,  
    validate\_shape=True,  
    use\_resource=None,  
    custom\_getter=None,  
    constraint=None,  
    synchronization=tf.VariableSynchronization.AUTO,  
    aggregation=tf.compat.v1.VariableAggregation.NONE  
)

Gets an existing variable with this name or create a new one.

### global\_variables

global\_variables()

Get this scope's global variables.

### local\_variables

local\_variables()

Get this scope's local variables.

### reuse\_variables

reuse\_variables()

Reuse variables in this scope.

### set\_caching\_device

set\_caching\_device(caching\_device)

Set caching\_device for this scope.

### set\_custom\_getter

set\_custom\_getter(custom\_getter)

Set custom getter for this scope.

### set\_dtype

set\_dtype(dtype)

Set data type for this scope.

### set\_initializer

set\_initializer(initializer)

Set initializer for this scope.

### set\_partitioner

set\_partitioner(partitioner)

Set partitioner for this scope.

### set\_regularizer

set\_regularizer(regularizer)

Set regularizer for this scope.

### set\_use\_resource

set\_use\_resource(use\_resource)

Sets whether to use ResourceVariables for this scope.

### trainable\_variables

trainable\_variables()

Get this scope's trainable variables.

# tf.compat.v1.variables\_initializer
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Returns an Op that initializes a list of variables.

### Aliases:

tf.compat.v1.initializers.variables

tf.compat.v1.variables\_initializer

tf.compat.v1.variables\_initializer(  
    var\_list,  
    name='init'  
)

Defined in [python/ops/variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variables.py).

After you launch the graph in a session, you can run the returned Op to initialize all the variables in var\_list. This Op runs all the initializers of the variables in var\_list in parallel.

Calling initialize\_variables() is equivalent to passing the list of initializers to Group().

If var\_list is empty, however, the function still returns an Op that can be run. That Op just has no effect.

#### Args:

**var\_list**: List of Variable objects to initialize.

**name**: Optional name for the returned operation.

#### Returns:

An Op that run the initializers of all the specified variables.

# tf.compat.v1.variable\_axis\_size\_partitioner

Get a partitioner for VariableScope to keep shards below max\_shard\_bytes.

tf.compat.v1.variable\_axis\_size\_partitioner(  
    max\_shard\_bytes,  
    axis=0,  
    bytes\_per\_string\_element=16,  
    max\_shards=None  
)

Defined in [python/ops/partitioned\_variables.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/partitioned_variables.py).

This partitioner will shard a Variable along one axis, attempting to keep the maximum shard size below max\_shard\_bytes. In practice, this is not always possible when sharding along only one axis. When this happens, this axis is sharded as much as possible (i.e., every dimension becomes a separate shard).

If the partitioner hits the max\_shards limit, then each shard may end up larger than max\_shard\_bytes. By default max\_shards equals None and no limit on the number of shards is enforced.

One reasonable value for max\_shard\_bytes is (64 << 20) - 1, or almost 64MB, to keep below the protobuf byte limit.

#### Args:

**max\_shard\_bytes**: The maximum size any given shard is allowed to be.

**axis**: The axis to partition along. Default: outermost axis.

**bytes\_per\_string\_element**: If the Variable is of type string, this provides an estimate of how large each scalar in the Variable is.

**max\_shards**: The maximum number of shards in int created taking precedence over max\_shard\_bytes.

#### Returns:

A partition function usable as the partitioner argument to variable\_scope and get\_variable.

#### Raises:

**ValueError**: If any of the byte counts are non-positive.

# tf.compat.v1.variable\_creator\_scope

Scope which defines a variable creation function to be used by variable().

tf.compat.v1.variable\_creator\_scope(variable\_creator)

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

variable\_creator is expected to be a function with the following signature:

  def variable\_creator(next\_creator, \*\*kwargs)

The creator is supposed to eventually call the next\_creator to create a variable if it does want to create a variable and not call Variable or ResourceVariable directly. This helps make creators composable. A creator may choose to create multiple variables, return already existing variables, or simply register that a variable was created and defer to the next creators in line. Creators can also modify the keyword arguments seen by the next creators.

Custom getters in the variable scope will eventually resolve down to these custom creators when they do create variables.

The valid keyword arguments in kwds are: initial\_value: A Tensor, or Python object convertible to a Tensor, which is the initial value for the Variable. The initial value must have a shape specified unless validate\_shape is set to False. Can also be a callable with no argument that returns the initial value when called. In that case, dtype must be specified. (Note that initializer functions from init\_ops.py must first be bound to a shape before being used here.) trainable: If True, the default, also adds the variable to the graph collection GraphKeys.TRAINABLE\_VARIABLES. This collection is used as the default list of variables to use by the Optimizer classes. trainable defaults to True unless synchronization is set to ON\_READ. collections: List of graph collections keys. The new variable is added to these collections. Defaults to [GraphKeys.GLOBAL\_VARIABLES]. validate\_shape: If False, allows the variable to be initialized with a value of unknown shape. If True, the default, the shape ofinitial\_value must be known. caching\_device: Optional device string describing where the Variable should be cached for reading. Defaults to the Variable's device. If not None, caches on another device. Typical use is to cache on the device where the Ops using the Variable reside, to deduplicate copying through Switch and other conditional statements. name: Optional name for the variable. Defaults to 'Variable' and gets uniquified automatically. dtype: If set, initial\_value will be converted to the given type. If None, either the datatype will be kept (if initial\_value is a Tensor), or convert\_to\_tensor will decide. constraint: A constraint function to be applied to the variable after updates by some algorithms. use\_resource: if True, a ResourceVariable is always created. synchronization: Indicates when a distributed a variable will be aggregated. Accepted values are constants defined in the class [tf.VariableSynchronization](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableSynchronization). By default the synchronization is set to AUTO and the current DistributionStrategy chooses when to synchronize. If synchronization is set to ON\_READ, trainable must not be set to True. aggregation: Indicates how a distributed variable will be aggregated. Accepted values are constants defined in the class[tf.VariableAggregation](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/VariableAggregation).

This set may grow over time, so it's important the signature of creators is as mentioned above.

#### Args:

**variable\_creator**: the passed creator

#### Yields:

A scope in which the creator is active

# tf.compat.v1.variable\_op\_scope

Deprecated: context manager for defining an op that creates variables.

tf.compat.v1.variable\_op\_scope(  
    values,  
    name\_or\_scope,  
    default\_name=None,  
    initializer=None,  
    regularizer=None,  
    caching\_device=None,  
    partitioner=None,  
    custom\_getter=None,  
    reuse=None,  
    dtype=None,  
    use\_resource=None,  
    constraint=None  
)

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

# tf.compat.v1.variable\_scope
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## Class variable\_scope

A context manager for defining ops that creates variables (layers).

Defined in [python/ops/variable\_scope.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/variable_scope.py).

This context manager validates that the (optional) values are from the same graph, ensures that graph is the default graph, and pushes a name scope and a variable scope.

If name\_or\_scope is not None, it is used as is. If name\_or\_scope is None, then default\_name is used. In that case, if the same name has been previously used in the same scope, it will be made unique by appending \_N to it.

Variable scope allows you to create new variables and to share already created ones while providing checks to not create or share by accident. For details, see the [Variable Scope How To](https://tensorflow.org/guide/variables), here we present only a few basic examples.

Simple example of how to create a new variable:

with tf.compat.v1.variable\_scope("foo"):  
    with tf.compat.v1.variable\_scope("bar"):  
        v = tf.compat.v1.get\_variable("v", [1])  
        assert v.name == "foo/bar/v:0"

Simple example of how to reenter a premade variable scope safely:

with tf.compat.v1.variable\_scope("foo") as vs:  
  pass  
  
# Re-enter the variable scope.  
with tf.compat.v1.variable\_scope(vs,  
                       auxiliary\_name\_scope=False) as vs1:  
  # Restore the original name\_scope.  
  with tf.name\_scope(vs1.original\_name\_scope):  
      v = tf.compat.v1.get\_variable("v", [1])  
      assert v.name == "foo/v:0"  
      c = tf.constant([1], name="c")  
      assert c.name == "foo/c:0"

Basic example of sharing a variable AUTO\_REUSE:

def foo():  
  with tf.compat.v1.variable\_scope("foo", reuse=tf.compat.v1.AUTO\_REUSE):  
    v = tf.compat.v1.get\_variable("v", [1])  
  return v  
  
v1 = foo()  # Creates v.  
v2 = foo()  # Gets the same, existing v.  
assert v1 == v2

Basic example of sharing a variable with reuse=True:

with tf.compat.v1.variable\_scope("foo"):  
    v = tf.compat.v1.get\_variable("v", [1])  
with tf.compat.v1.variable\_scope("foo", reuse=True):  
    v1 = tf.compat.v1.get\_variable("v", [1])  
assert v1 == v

Sharing a variable by capturing a scope and setting reuse:

with tf.compat.v1.variable\_scope("foo") as scope:  
    v = tf.compat.v1.get\_variable("v", [1])  
    scope.reuse\_variables()  
    v1 = tf.compat.v1.get\_variable("v", [1])  
assert v1 == v

To prevent accidental sharing of variables, we raise an exception when getting an existing variable in a non-reusing scope.

with tf.compat.v1.variable\_scope("foo"):  
    v = tf.compat.v1.get\_variable("v", [1])  
    v1 = tf.compat.v1.get\_variable("v", [1])  
    #  Raises ValueError("... v already exists ...").

Similarly, we raise an exception when trying to get a variable that does not exist in reuse mode.

with tf.compat.v1.variable\_scope("foo", reuse=True):  
    v = tf.compat.v1.get\_variable("v", [1])  
    #  Raises ValueError("... v does not exists ...").

Note that the reuse flag is inherited: if we open a reusing scope, then all its sub-scopes become reusing as well.

A note about name scoping: Setting reuse does not impact the naming of other ops such as mult. See related discussion on [github#6189](https://github.com/tensorflow/tensorflow/issues/6189)

Note that up to and including version 1.0, it was allowed (though explicitly discouraged) to pass False to the reuse argument, yielding undocumented behaviour slightly different from None. Starting at 1.1.0 passing None and False as reuse has exactly the same effect.

A note about using variable scopes in multi-threaded environment: Variable scopes are thread local, so one thread will not see another thread's current scope. Also, when using default\_name, unique scopes names are also generated only on a per thread basis. If the same name was used within a different thread, that doesn't prevent a new thread from creating the same scope. However, the underlying variable store is shared across threads (within the same graph). As such, if another thread tries to create a new variable with the same name as a variable created by a previous thread, it will fail unless reuse is True.

Further, each thread starts with an empty variable scope. So if you wish to preserve name prefixes from a scope from the main thread, you should capture the main thread's scope and re-enter it in each thread. For e.g.

main\_thread\_scope = variable\_scope.get\_variable\_scope()  
  
# Thread's target function:  
def thread\_target\_fn(captured\_scope):  
  with variable\_scope.variable\_scope(captured\_scope):  
    # .... regular code for this thread  
  
  
thread = threading.Thread(target=thread\_target\_fn, args=(main\_thread\_scope,))

## \_\_init\_\_

\_\_init\_\_(  
    name\_or\_scope,  
    default\_name=None,  
    values=None,  
    initializer=None,  
    regularizer=None,  
    caching\_device=None,  
    partitioner=None,  
    custom\_getter=None,  
    reuse=None,  
    dtype=None,  
    use\_resource=None,  
    constraint=None,  
    auxiliary\_name\_scope=True  
)

Initialize the context manager.

#### Args:

**name\_or\_scope**: string or VariableScope: the scope to open.

**default\_name**: The default name to use if the name\_or\_scope argument is None, this name will be uniquified. If name\_or\_scope is provided it won't be used and therefore it is not required and can be None.

**values**: The list of Tensor arguments that are passed to the op function.

**initializer**: default initializer for variables within this scope.

**regularizer**: default regularizer for variables within this scope.

**caching\_device**: default caching device for variables within this scope.

**partitioner**: default partitioner for variables within this scope.

**custom\_getter**: default custom getter for variables within this scope.

**reuse**: True, None, or tf.compat.v1.AUTO\_REUSE; if True, we go into reuse mode for this scope as well as all sub-scopes; if tf.compat.v1.AUTO\_REUSE, we create variables if they do not exist, and return them otherwise; if None, we inherit the parent scope's reuse flag. When eager execution is enabled, new variables are always created unless an EagerVariableStore or template is currently active.

**dtype**: type of variables created in this scope (defaults to the type in the passed scope, or inherited from parent scope).

**use\_resource**: If False, all variables will be regular Variables. If True, experimental ResourceVariables with well-defined semantics will be used instead. Defaults to False (will later change to True). When eager execution is enabled this argument is always forced to be True.

**constraint**: An optional projection function to be applied to the variable after being updated by an Optimizer (e.g. used to implement norm constraints or value constraints for layer weights). The function must take as input the unprojected Tensor representing the value of the variable and return the Tensor for the projected value (which must have the same shape). Constraints are not safe to use when doing asynchronous distributed training.

**auxiliary\_name\_scope**: If True, we create an auxiliary name scope with the scope. If False, we don't create it. Note that the argument is not inherited, and it only takes effect for once when creating. You should only use it for re-entering a premade variable scope.

#### Returns:

A scope that can be captured and reused.

#### Raises:

**ValueError**: when trying to reuse within a create scope, or create within a reuse scope.

**TypeError**: when the types of some arguments are not appropriate.

## Methods

### \_\_enter\_\_

\_\_enter\_\_()

### \_\_exit\_\_

\_\_exit\_\_(  
    type\_arg,  
    value\_arg,  
    traceback\_arg  
)

# tf.compat.v1.verify\_tensor\_all\_finite

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/verify_tensor_all_finite#top_of_page)
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Assert that the tensor does not contain any NaN's or Inf's.

### Aliases:

tf.compat.v1.debugging.assert\_all\_finite

tf.compat.v1.verify\_tensor\_all\_finite

tf.compat.v1.verify\_tensor\_all\_finite(  
    t=None,  
    msg=None,  
    name=None,  
    x=None,  
    message=None  
)

Defined in [python/ops/numerics.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/numerics.py).

#### Args:

**t**: Tensor to check.

**msg**: Message to log on failure.

**name**: A name for this operation (optional).

**x**: Alias for t.

**message**: Alias for msg.

#### Returns:

Same tensor as t.

# tf.compat.v1.where

Return the elements, either from x or y, depending on the condition. (deprecated)

tf.compat.v1.where(  
    condition,  
    x=None,  
    y=None,  
    name=None  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use tf.where in 2.0, which has the same broadcast rule as np.where

If both x and y are None, then this operation returns the coordinates of true elements of condition. The coordinates are returned in a 2-D tensor where the first dimension (rows) represents the number of true elements, and the second dimension (columns) represents the coordinates of the true elements. Keep in mind, the shape of the output tensor can vary depending on how many true values there are in input. Indices are output in row-major order.

If both non-None, x and y must have the same shape. The condition tensor must be a scalar if xand y are scalar. If x and y are vectors of higher rank, then condition must be either a vector with size matching the first dimension of x, or must have the same shape as x.

The condition tensor acts as a mask that chooses, based on the value at each element, whether the corresponding element / row in the output should be taken from x (if true) or y (if false).

If condition is a vector and x and y are higher rank matrices, then it chooses which row (outer dimension) to copy from x and y. If condition has the same shape as x and y, then it chooses which element to copy from x and y.

#### Args:

**condition**: A Tensor of type bool

**x**: A Tensor which may have the same shape as condition. If condition is rank 1, x may have higher rank, but its first dimension must match the size of condition.

**y**: A tensor with the same shape and type as x.

**name**: A name of the operation (optional)

#### Returns:

A Tensor with the same type and shape as x, y if they are non-None. Otherwise, a Tensor with shape (num\_true, rank(condition)).

#### Raises:

**ValueError**: When exactly one of x or y is non-None.

# tf.compat.v1.while\_loop

Repeat body while the condition cond is true.

tf.compat.v1.while\_loop(  
    cond,  
    body,  
    loop\_vars,  
    shape\_invariants=None,  
    parallel\_iterations=10,  
    back\_prop=True,  
    swap\_memory=False,  
    name=None,  
    maximum\_iterations=None,  
    return\_same\_structure=False  
)

Defined in [python/ops/control\_flow\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/control_flow_ops.py).

cond is a callable returning a boolean scalar tensor. body is a callable returning a (possibly nested) tuple, namedtuple or list of tensors of the same arity (length and structure) and types as loop\_vars. loop\_vars is a (possibly nested) tuple, namedtuple or list of tensors that is passed to both cond and body. cond and body both take as many arguments as there are loop\_vars.

In addition to regular Tensors or IndexedSlices, the body may accept and return TensorArray objects. The flows of the TensorArray objects will be appropriately forwarded between loops and during gradient calculations.

Note that while\_loop calls cond and body exactly once (inside the call to while\_loop, and not at all during Session.run()). while\_loop stitches together the graph fragments created during the cond and body calls with some additional graph nodes to create the graph flow that repeats bodyuntil cond returns false.

For correctness, tf.while\_loop() strictly enforces shape invariants for the loop variables. A shape invariant is a (possibly partial) shape that is unchanged across the iterations of the loop. An error will be raised if the shape of a loop variable after an iteration is determined to be more general than or incompatible with its shape invariant. For example, a shape of [11, None] is more general than a shape of [11, 17], and [11, 21] is not compatible with [11, 17]. By default (if the argument shape\_invariantsis not specified), it is assumed that the initial shape of each tensor in loop\_vars is the same in every iteration. The shape\_invariants argument allows the caller to specify a less specific shape invariant for each loop variable, which is needed if the shape varies between iterations. The[tf.Tensor.set\_shape](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/Tensor#set_shape) function may also be used in the body function to indicate that the output loop variable has a particular shape. The shape invariant for SparseTensor and IndexedSlices are treated specially as follows:

a) If a loop variable is a SparseTensor, the shape invariant must be TensorShape([r]) where r is the rank of the dense tensor represented by the sparse tensor. It means the shapes of the three tensors of the SparseTensor are ([None], [None, r], [r]). NOTE: The shape invariant here is the shape of the SparseTensor.dense\_shape property. It must be the shape of a vector.

b) If a loop variable is an IndexedSlices, the shape invariant must be a shape invariant of the values tensor of the IndexedSlices. It means the shapes of the three tensors of the IndexedSlices are (shape, [shape[0]], [shape.ndims]).

while\_loop implements non-strict semantics, enabling multiple iterations to run in parallel. The maximum number of parallel iterations can be controlled by parallel\_iterations, which gives users some control over memory consumption and execution order. For correct programs, while\_loop should return the same result for any parallel\_iterations > 0.

For training, TensorFlow stores the tensors that are produced in the forward inference and are needed in back propagation. These tensors are a main source of memory consumption and often cause OOM errors when training on GPUs. When the flag swap\_memory is true, we swap out these tensors from GPU to CPU. This for example allows us to train RNN models with very long sequences and large batches.

#### Args:

**cond**: A callable that represents the termination condition of the loop.

**body**: A callable that represents the loop body.

**loop\_vars**: A (possibly nested) tuple, namedtuple or list of numpy array, Tensor, and TensorArray objects.

**shape\_invariants**: The shape invariants for the loop variables.

**parallel\_iterations**: The number of iterations allowed to run in parallel. It must be a positive integer.

**back\_prop**: Whether backprop is enabled for this while loop.

**swap\_memory**: Whether GPU-CPU memory swap is enabled for this loop.

**name**: Optional name prefix for the returned tensors.

**maximum\_iterations**: Optional maximum number of iterations of the while loop to run. If provided, the cond output is AND-ed with an additional condition ensuring the number of iterations executed is no greater than maximum\_iterations.

**return\_same\_structure**: If True, output has same structure as loop\_vars. If eager execution is enabled, this is ignored (and always treated as True).

#### Returns:

The output tensors for the loop variables after the loop. If return\_same\_structure is True, the return value has the same structure as loop\_vars. If return\_same\_structure is False, the return value is a Tensor, TensorArray or IndexedSlice if the length of loop\_vars is 1, or a list otherwise.

#### Raises:

**TypeError**: if cond or body is not callable.

**ValueError**: if loop\_vars is empty.

#### Example:

i = tf.constant(0)  
c = lambda i: tf.less(i, 10)  
b = lambda i: tf.add(i, 1)  
r = tf.while\_loop(c, b, [i])

Example with nesting and a namedtuple:

import collections  
Pair = collections.namedtuple('Pair', 'j, k')  
ijk\_0 = (tf.constant(0), Pair(tf.constant(1), tf.constant(2)))  
c = lambda i, p: i < 10  
b = lambda i, p: (i + 1, Pair((p.j + p.k), (p.j - p.k)))  
ijk\_final = tf.while\_loop(c, b, ijk\_0)

Example using shape\_invariants:

i0 = tf.constant(0)  
m0 = tf.ones([2, 2])  
c = lambda i, m: i < 10  
b = lambda i, m: [i+1, tf.concat([m, m], axis=0)]  
tf.while\_loop(  
    c, b, loop\_vars=[i0, m0],  
    shape\_invariants=[i0.get\_shape(), tf.TensorShape([None, 2])])

Example which demonstrates non-strict semantics: In the following example, the final value of the counter i does not depend on x. So the while\_loop can increment the counter parallel to updates of x. However, because the loop counter at one loop iteration depends on the value at the previous iteration, the loop counter itself cannot be incremented in parallel. Hence if we just want the final value of the counter (which we print on the line print(sess.run(i))), then x will never be incremented, but the counter will be updated on a single thread. Conversely, if we want the value of the output (which we print on the line print(sess.run(out).shape)), then the counter may be incremented on its own thread, while x can be incremented in parallel on a separate thread. In the extreme case, it is conceivable that the thread incrementing the counter runs until completion before x is incremented even a single time. The only thing that can never happen is that the thread updating x can never get ahead of the counter thread because the thread incrementing x depends on the value of the counter.

import tensorflow as tf  
  
n = 10000  
x = tf.constant(list(range(n)))  
c = lambda i, x: i < n  
b = lambda i, x: (tf.compat.v1.Print(i + 1, [i]), tf.compat.v1.Print(x + 1,  
[i], "x:"))  
i, out = tf.while\_loop(c, b, (0, x))  
with tf.compat.v1.Session() as sess:  
    print(sess.run(i))  # prints [0] ... [9999]  
  
    # The following line may increment the counter and x in parallel.  
    # The counter thread may get ahead of the other thread, but not the  
    # other way around. So you may see things like  
    # [9996] x:[9987]  
    # meaning that the counter thread is on iteration 9996,  
    # while the other thread is on iteration 9987  
    print(sess.run(out).shape)

# tf.compat.v1.WholeFileReader
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## Class WholeFileReader

A Reader that outputs the entire contents of a file as a value.

Inherits From: [ReaderBase](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/ReaderBase)

Defined in [python/ops/io\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/io_ops.py).

To use, enqueue filenames in a Queue. The output of Read will be a filename (key) and the contents of that file (value).

See ReaderBase for supported methods.

#### Eager Compatibility

Readers are not compatible with eager execution. Instead, please use [tf.data](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data) to get data into your model.

## \_\_init\_\_

\_\_init\_\_(name=None)

Create a WholeFileReader. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Queue-based input pipelines have been replaced by [**tf.data**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/data). Use **tf.data.Dataset.map(tf.read\_file)**.

#### Args:

**name**: A name for the operation (optional).

## Properties

### reader\_ref

Op that implements the reader.

### supports\_serialize

Whether the Reader implementation can serialize its state.

## Methods

### num\_records\_produced

num\_records\_produced(name=None)

Returns the number of records this reader has produced.

This is the same as the number of Read executions that have succeeded.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### num\_work\_units\_completed

num\_work\_units\_completed(name=None)

Returns the number of work units this reader has finished processing.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

An int64 Tensor.

### read

read(  
    queue,  
    name=None  
)

Returns the next record (key, value) pair produced by a reader.

Will dequeue a work unit from queue if necessary (e.g. when the Reader needs to start reading from a new file since it has finished with the previous file).

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (key, value).

**key**: A string scalar Tensor.

**value**: A string scalar Tensor.

### read\_up\_to

read\_up\_to(  
    queue,  
    num\_records,  
    name=None  
)

Returns up to num\_records (key, value) pairs produced by a reader.

Will dequeue a work unit from queue if necessary (e.g., when the Reader needs to start reading from a new file since it has finished with the previous file). It may return less than num\_records even before the last batch.

#### Args:

**queue**: A Queue or a mutable string Tensor representing a handle to a Queue, with string work items.

**num\_records**: Number of records to read.

**name**: A name for the operation (optional).

#### Returns:

A tuple of Tensors (keys, values).

**keys**: A 1-D string Tensor.

**values**: A 1-D string Tensor.

### reset

reset(name=None)

Restore a reader to its initial clean state.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### restore\_state

restore\_state(  
    state,  
    name=None  
)

Restore a reader to a previously saved state.

Not all Readers support being restored, so this can produce an Unimplemented error.

#### Args:

**state**: A string Tensor. Result of a SerializeState of a Reader with matching type.

**name**: A name for the operation (optional).

#### Returns:

The created Operation.

### serialize\_state

serialize\_state(name=None)

Produce a string tensor that encodes the state of a reader.

Not all Readers support being serialized, so this can produce an Unimplemented error.

#### Args:

**name**: A name for the operation (optional).

#### Returns:

A string Tensor.

# tf.compat.v1.wrap\_function

Wraps the TF 1.x function fn into a graph function.

tf.compat.v1.wrap\_function(  
    fn,  
    signature,  
    name=None  
)

Defined in [python/eager/wrap\_function.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/eager/wrap_function.py).

The python function fn will be called once with symbolic arguments specified in the signature, traced, and turned into a graph function. Any variables created by fn will be owned by the object returned by wrap\_function. The resulting graph function can be called with tensors which match the signature.

def f(x, do\_add):  
  v = tf.Variable(5.0)  
  if do\_add:  
    op = v.assign\_add(x)  
  else:  
    op = v.assign\_sub(x)  
  with tf.control\_dependencies([op]):  
    return v.read\_value()  
  
f\_add = tf.compat.v1.wrap\_function(f, [tf.TensorSpec((), tf.float32), True])  
  
assert float(f\_add(1.0)) == 6.0  
assert float(f\_add(1.0)) == 7.0  
  
# Can call tf.compat.v1.wrap\_function again to get a new trace, a new set  
# of variables, and possibly different non-template arguments.  
f\_sub= tf.compat.v1.wrap\_function(f, [tf.TensorSpec((), tf.float32), False])  
  
assert float(f\_sub(1.0)) == 4.0  
assert float(f\_sub(1.0)) == 3.0

Both [tf.compat.v1.wrap\_function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/wrap_function) and [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) create a callable TensorFlow graph. But while [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function) runs all stateful operations (e.g. [tf.print](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/print)) and sequences operations to provide the same semantics as eager execution, wrap\_function is closer to the behavior of session.run in TensorFlow 1.x. It will not run any operations unless they are required to compute the function's outputs, either through a data dependency or a control dependency. Nor will it sequence operations.

Unlike [tf.function](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/function), wrap\_function will only trace the Python function once. As with placeholders in TF 1.x, shapes and dtypes must be provided to wrap\_function's signature argument.

Since it is only traced once, variables and state may be created inside the function and owned by the function wrapper object.

#### Args:

**fn**: python function to be wrapped

**signature**: the placeholder and python arguments to be passed to the wrapped function

**name**: Optional. The name of the function.

#### Returns:

the wrapped graph function.

# tf.compat.v1.zeros\_like

Creates a tensor with all elements set to zero.

tf.compat.v1.zeros\_like(  
    tensor,  
    dtype=None,  
    name=None,  
    optimize=True  
)

Defined in [python/ops/array\_ops.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/array_ops.py).

Given a single tensor (tensor), this operation returns a tensor of the same type and shape as tensor with all elements set to zero. Optionally, you can use dtype to specify a new type for the returned tensor.

#### For example:

tensor = tf.constant([[1, 2, 3], [4, 5, 6]])  
tf.zeros\_like(tensor)  # [[0, 0, 0], [0, 0, 0]]

#### Args:

**tensor**: A Tensor.

**dtype**: A type for the returned Tensor. Must be float16, float32, float64, int8, uint8, int16, uint16, int32, int64, complex64, complex128, bool or string.

**name**: A name for the operation (optional).

**optimize**: if true, attempt to statically determine the shape of 'tensor' and encode it as a constant.

#### Returns:

A Tensor with all elements set to zero.

# tf.compat.v1.app.run

Runs the program with an optional 'main' function and 'argv' list.

tf.compat.v1.app.run(  
    main=None,  
    argv=None  
)

Defined in [python/platform/app.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/app.py).

Module: tf.compat.v1.distributions
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Core module for TensorFlow distribution objects and helpers.

Classes

[class Bernoulli](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Bernoulli): Bernoulli distribution.

[class Beta](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Beta): Beta distribution.

[class Categorical](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Categorical): Categorical distribution.

[class Dirichlet](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Dirichlet): Dirichlet distribution.

[class DirichletMultinomial](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/DirichletMultinomial): Dirichlet-Multinomial compound distribution.

[class Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution): A generic probability distribution base class.

[class Exponential](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Exponential): Exponential distribution.

[class Gamma](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Gamma): Gamma distribution.

[class Laplace](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Laplace): The Laplace distribution with location loc and scale parameters.

[class Multinomial](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Multinomial): Multinomial distribution.

[class Normal](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Normal): The Normal distribution with location loc and scale parameters.

[class RegisterKL](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/RegisterKL): Decorator to register a KL divergence implementation function.

[class ReparameterizationType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/ReparameterizationType): Instances of this class represent how sampling is reparameterized.

[class StudentT](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/StudentT): Student's t-distribution.

[class Uniform](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Uniform): Uniform distribution with low and high parameters.

Functions

[kl\_divergence(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/kl_divergence): Get the KL-divergence KL(distribution\_a || distribution\_b). (deprecated)

Other Members

FULLY\_REPARAMETERIZED

NOT\_REPARAMETERIZED
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## Class Bernoulli

Bernoulli distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/bernoulli.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/bernoulli.py).

The Bernoulli distribution with probs parameter, i.e., the probability of a 1 outcome (vs a 0outcome).

## \_\_init\_\_

\_\_init\_\_(  
    logits=None,  
    probs=None,  
    dtype=tf.dtypes.int32,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Bernoulli'  
)

Construct Bernoulli distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**logits**: An N-D Tensor representing the log-odds of a 1 event. Each entry in the Tensorparametrizes an independent Bernoulli distribution where the probability of an event is sigmoid(logits). Only one of logits or probs should be passed in.

**probs**: An N-D Tensor representing the probability of a 1 event. Each entry in the Tensorparameterizes an independent Bernoulli distribution. Only one of logits or probs should be passed in.

**dtype**: The type of the event samples. Default: int32.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**ValueError**: If p and logits are passed, or if neither are passed.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### logits

Log-odds of a 1 outcome (vs 0).

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### probs

Probability of a 1 outcome (vs 0).

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

Additional documentation from Bernoulli:

Returns 1 if prob > 0.5 and 0 otherwise.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Beta

Beta distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/beta.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/beta.py).

The Beta distribution is defined over the (0, 1) interval using parameters concentration1 (aka "alpha") and concentration0 (aka "beta").

#### Mathematical Details

The probability density function (pdf) is,

pdf(x; alpha, beta) = x\*\*(alpha - 1) (1 - x)\*\*(beta - 1) / Z

Z = Gamma(alpha) Gamma(beta) / Gamma(alpha + beta)

where:

concentration1 = alpha,

concentration0 = beta,

Z is the normalization constant, and,

Gamma is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function).

The concentration parameters represent mean total counts of a 1 or a 0, i.e.,

concentration1 = alpha = mean \* total\_concentration

concentration0 = beta = (1. - mean) \* total\_concentration

where mean in (0, 1) and total\_concentration is a positive real number representing a mean total\_count = concentration1 + concentration0.

Distribution parameters are automatically broadcast in all functions; see examples for details.

**Warning:** The samples can be zero due to finite precision. This happens more often when some of the concentrations are very small. Make sure to round the samples to **np.finfo(dtype).tiny** before computing the density.

Samples of this distribution are reparameterized (pathwise differentiable). The derivatives are computed using the approach described in the paper

[Michael Figurnov, Shakir Mohamed, Andriy Mnih. Implicit Reparameterization Gradients, 2018](https://arxiv.org/abs/1805.08498)

#### Examples

import tensorflow\_probability as tfp  
tfd = tfp.distributions  
  
# Create a batch of three Beta distributions.  
alpha = [1, 2, 3]  
beta = [1, 2, 3]  
dist = tfd.Beta(alpha, beta)  
  
dist.sample([4, 5])  # Shape [4, 5, 3]  
  
# `x` has three batch entries, each with two samples.  
x = [[.1, .4, .5],  
     [.2, .3, .5]]  
# Calculate the probability of each pair of samples under the corresponding  
# distribution in `dist`.  
dist.prob(x)         # Shape [2, 3]

# Create batch\_shape=[2, 3] via parameter broadcast:  
alpha = [[1.], [2]]      # Shape [2, 1]  
beta = [3., 4, 5]        # Shape [3]  
dist = tfd.Beta(alpha, beta)  
  
# alpha broadcast as: [[1., 1, 1,],  
#                      [2, 2, 2]]  
# beta broadcast as:  [[3., 4, 5],  
#                      [3, 4, 5]]  
# batch\_Shape [2, 3]  
dist.sample([4, 5])  # Shape [4, 5, 2, 3]  
  
x = [.2, .3, .5]  
# x will be broadcast as [[.2, .3, .5],  
#                         [.2, .3, .5]],  
# thus matching batch\_shape [2, 3].  
dist.prob(x)         # Shape [2, 3]

Compute the gradients of samples w.r.t. the parameters:

alpha = tf.constant(1.0)  
beta = tf.constant(2.0)  
dist = tfd.Beta(alpha, beta)  
samples = dist.sample(5)  # Shape [5]  
loss = tf.reduce\_mean(tf.square(samples))  # Arbitrary loss function  
# Unbiased stochastic gradients of the loss function  
grads = tf.gradients(loss, [alpha, beta])

## \_\_init\_\_

\_\_init\_\_(  
    concentration1=None,  
    concentration0=None,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Beta'  
)

Initialize a batch of Beta distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**concentration1**: Positive floating-point Tensor indicating mean number of successes; aka "alpha". Implies self.dtype and self.batch\_shape, i.e., concentration1.shape = [N1, N2, ..., Nm] = self.batch\_shape.

**concentration0**: Positive floating-point Tensor indicating mean number of failures; aka "beta". Otherwise has same semantics as concentration1.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### concentration0

Concentration parameter associated with a 0 outcome.

### concentration1

Concentration parameter associated with a 1 outcome.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### total\_concentration

Sum of concentration parameters.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

Additional documentation from Beta:

**Note:** **x** must have dtype **self.dtype** and be in **[0, 1].** It must have a shape compatible with **self.batch\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

Additional documentation from Beta:

**Note:** **x** must have dtype **self.dtype** and be in **[0, 1].** It must have a shape compatible with **self.batch\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

Additional documentation from Beta:

**Note:** **x** must have dtype **self.dtype** and be in **[0, 1].** It must have a shape compatible with **self.batch\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

Additional documentation from Beta:

**Note:** The mode is undefined when **concentration1 <= 1** or **concentration0 <= 1**. If **self.allow\_nan\_stats** is **True**, **NaN** is used for undefined modes. If **self.allow\_nan\_stats** is **False** an exception is raised when one or more modes are undefined.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

Additional documentation from Beta:

**Note:** **x** must have dtype **self.dtype** and be in **[0, 1].** It must have a shape compatible with **self.batch\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Categorical

Categorical distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/categorical.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/categorical.py).

The Categorical distribution is parameterized by either probabilities or log-probabilities of a set of Kclasses. It is defined over the integers {0, 1, ..., K}.

The Categorical distribution is closely related to the OneHotCategorical and Multinomialdistributions. The Categorical distribution can be intuited as generating samples according to argmax{ OneHotCategorical(probs) } itself being identical to argmax{ Multinomial(probs, total\_count=1) }.

#### Mathematical Details

The probability mass function (pmf) is,

pmf(k; pi) = prod\_j pi\_j\*\*[k == j]

#### Pitfalls

The number of classes, K, must not exceed: - the largest integer representable by self.dtype, i.e.,2\*\*(mantissa\_bits+1) (IEEE 754), - the maximum Tensor index, i.e., 2\*\*31-1.

In other words,

K <= min(2\*\*31-1, {  
  tf.float16: 2\*\*11,  
  tf.float32: 2\*\*24,  
  tf.float64: 2\*\*53 }[param.dtype])

**Note:** This condition is validated only when **self.validate\_args = True**.

#### Examples

Creates a 3-class distribution with the 2nd class being most likely.

dist = Categorical(probs=[0.1, 0.5, 0.4])  
n = 1e4  
empirical\_prob = tf.cast(  
    tf.histogram\_fixed\_width(  
      dist.sample(int(n)),  
      [0., 2],  
      nbins=3),  
    dtype=tf.float32) / n  
# ==> array([ 0.1005,  0.5037,  0.3958], dtype=float32)

Creates a 3-class distribution with the 2nd class being most likely. Parameterized by [logits](https://en.wikipedia.org/wiki/Logit) rather than probabilities.

dist = Categorical(logits=np.log([0.1, 0.5, 0.4])  
n = 1e4  
empirical\_prob = tf.cast(  
    tf.histogram\_fixed\_width(  
      dist.sample(int(n)),  
      [0., 2],  
      nbins=3),  
    dtype=tf.float32) / n  
# ==> array([0.1045,  0.5047, 0.3908], dtype=float32)

Creates a 3-class distribution with the 3rd class being most likely. The distribution functions can be evaluated on counts.

# counts is a scalar.  
p = [0.1, 0.4, 0.5]  
dist = Categorical(probs=p)  
dist.prob(0)  # Shape []  
  
# p will be broadcast to [[0.1, 0.4, 0.5], [0.1, 0.4, 0.5]] to match counts.  
counts = [1, 0]  
dist.prob(counts)  # Shape [2]  
  
# p will be broadcast to shape [3, 5, 7, 3] to match counts.  
counts = [[...]] # Shape [5, 7, 3]  
dist.prob(counts)  # Shape [5, 7, 3]

## \_\_init\_\_

\_\_init\_\_(  
    logits=None,  
    probs=None,  
    dtype=tf.dtypes.int32,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Categorical'  
)

Initialize Categorical distributions using class log-probabilities. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**logits**: An N-D Tensor, N >= 1, representing the log probabilities of a set of Categorical distributions. The first N - 1 dimensions index into a batch of independent distributions and the last dimension represents a vector of logits for each class. Only one of logits or probsshould be passed in.

**probs**: An N-D Tensor, N >= 1, representing the probabilities of a set of Categorical distributions. The first N - 1 dimensions index into a batch of independent distributions and the last dimension represents a vector of probabilities for each class. Only one of logits or probsshould be passed in.

**dtype**: The type of the event samples (default: int32).

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### event\_size

Scalar int32 tensor: the number of classes.

### logits

Vector of coordinatewise logits.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### probs

Vector of coordinatewise probabilities.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Dirichlet

Dirichlet distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/dirichlet.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/dirichlet.py).

The Dirichlet distribution is defined over the [(k-1)-simplex](https://en.wikipedia.org/wiki/Simplex) using a positive, length-k vector concentration (k > 1). The Dirichlet is identically the Beta distribution when k = 2.

#### Mathematical Details

The Dirichlet is a distribution over the open (k-1)-simplex, i.e.,

S^{k-1} = { (x\_0, ..., x\_{k-1}) in R^k : sum\_j x\_j = 1 and all\_j x\_j > 0 }.

The probability density function (pdf) is,

pdf(x; alpha) = prod\_j x\_j\*\*(alpha\_j - 1) / Z

Z = prod\_j Gamma(alpha\_j) / Gamma(sum\_j alpha\_j)

where:

x in S^{k-1}, i.e., the (k-1)-simplex,

concentration = alpha = [alpha\_0, ..., alpha\_{k-1}], alpha\_j > 0,

Z is the normalization constant aka the [multivariate beta function](https://en.wikipedia.org/wiki/Beta_function#Multivariate_beta_function), and,

Gamma is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function).

The concentration represents mean total counts of class occurrence, i.e.,

concentration = alpha = mean \* total\_concentration

where mean in S^{k-1} and total\_concentration is a positive real number representing a mean total count.

Distribution parameters are automatically broadcast in all functions; see examples for details.

**Warning:** Some components of the samples can be zero due to finite precision. This happens more often when some of the concentrations are very small. Make sure to round the samples to **np.finfo(dtype).tiny** before computing the density.

Samples of this distribution are reparameterized (pathwise differentiable). The derivatives are computed using the approach described in the paper

[Michael Figurnov, Shakir Mohamed, Andriy Mnih. Implicit Reparameterization Gradients, 2018](https://arxiv.org/abs/1805.08498)

#### Examples

import tensorflow\_probability as tfp  
tfd = tfp.distributions  
  
# Create a single trivariate Dirichlet, with the 3rd class being three times  
# more frequent than the first. I.e., batch\_shape=[], event\_shape=[3].  
alpha = [1., 2, 3]  
dist = tfd.Dirichlet(alpha)  
  
dist.sample([4, 5])  # shape: [4, 5, 3]  
  
# x has one sample, one batch, three classes:  
x = [.2, .3, .5]   # shape: [3]  
dist.prob(x)       # shape: []  
  
# x has two samples from one batch:  
x = [[.1, .4, .5],  
     [.2, .3, .5]]  
dist.prob(x)         # shape: [2]  
  
# alpha will be broadcast to shape [5, 7, 3] to match x.  
x = [[...]]   # shape: [5, 7, 3]  
dist.prob(x)  # shape: [5, 7]

# Create batch\_shape=[2], event\_shape=[3]:  
alpha = [[1., 2, 3],  
         [4, 5, 6]]   # shape: [2, 3]  
dist = tfd.Dirichlet(alpha)  
  
dist.sample([4, 5])  # shape: [4, 5, 2, 3]  
  
x = [.2, .3, .5]  
# x will be broadcast as [[.2, .3, .5],  
#                         [.2, .3, .5]],  
# thus matching batch\_shape [2, 3].  
dist.prob(x)         # shape: [2]

Compute the gradients of samples w.r.t. the parameters:

alpha = tf.constant([1.0, 2.0, 3.0])  
dist = tfd.Dirichlet(alpha)  
samples = dist.sample(5)  # Shape [5, 3]  
loss = tf.reduce\_mean(tf.square(samples))  # Arbitrary loss function  
# Unbiased stochastic gradients of the loss function  
grads = tf.gradients(loss, alpha)

## \_\_init\_\_

\_\_init\_\_(  
    concentration,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Dirichlet'  
)

Initialize a batch of Dirichlet distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**concentration**: Positive floating-point Tensor indicating mean number of class occurrences; aka "alpha". Implies self.dtype, and self.batch\_shape, self.event\_shape, i.e., ifconcentration.shape = [N1, N2, ..., Nm, k] then batch\_shape = [N1, N2, ..., Nm]and event\_shape = [k].

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### concentration

Concentration parameter; expected counts for that coordinate.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### total\_concentration

Sum of last dim of concentration parameter.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

Additional documentation from Dirichlet:

**Note:** **value** must be a non-negative tensor with dtype **self.dtype** and be in the **(self.event\_shape() - 1)**-simplex, i.e., **tf.reduce\_sum(value, -1) = 1**. It must have a shape compatible with **self.batch\_shape() + self.event\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

Additional documentation from Dirichlet:

**Note:** The mode is undefined when any **concentration <= 1**. If **self.allow\_nan\_stats** is **True**, **NaN** is used for undefined modes. If **self.allow\_nan\_stats** is **False** an exception is raised when one or more modes are undefined.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

Additional documentation from Dirichlet:

**Note:** **value** must be a non-negative tensor with dtype **self.dtype** and be in the **(self.event\_shape() - 1)**-simplex, i.e., **tf.reduce\_sum(value, -1) = 1**. It must have a shape compatible with **self.batch\_shape() + self.event\_shape()**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class DirichletMultinomial

Dirichlet-Multinomial compound distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/dirichlet\_multinomial.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/dirichlet_multinomial.py).

The Dirichlet-Multinomial distribution is parameterized by a (batch of) length-K concentrationvectors (K > 1) and a total\_count number of trials, i.e., the number of trials per draw from the DirichletMultinomial. It is defined over a (batch of) length-K vector counts such thattf.reduce\_sum(counts, -1) = total\_count. The Dirichlet-Multinomial is identically the Beta-Binomial distribution when K = 2.

#### Mathematical Details

The Dirichlet-Multinomial is a distribution over K-class counts, i.e., a length-K vector of non-negative integer counts = n = [n\_0, ..., n\_{K-1}].

The probability mass function (pmf) is,

pmf(n; alpha, N) = Beta(alpha + n) / (prod\_j n\_j!) / Z

Z = Beta(alpha) / N!

where:

concentration = alpha = [alpha\_0, ..., alpha\_{K-1}], alpha\_j > 0,

total\_count = N, N a positive integer,

N! is N factorial, and,

Beta(x) = prod\_j Gamma(x\_j) / Gamma(sum\_j x\_j) is the [multivariate beta function](https://en.wikipedia.org/wiki/Beta_function#Multivariate_beta_function), and,

Gamma is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function).

Dirichlet-Multinomial is a [compound distribution](https://en.wikipedia.org/wiki/Compound_probability_distribution), i.e., its samples are generated as follows.

Choose class probabilities: probs = [p\_0,...,p\_{K-1}] ~ Dir(concentration)

Draw integers: counts = [n\_0,...,n\_{K-1}] ~ Multinomial(total\_count, probs)

The last concentration dimension parametrizes a single Dirichlet-Multinomial distribution. When calling distribution functions (e.g., dist.prob(counts)), concentration, total\_count and counts are broadcast to the same shape. The last dimension of counts corresponds single Dirichlet-Multinomial distributions.

Distribution parameters are automatically broadcast in all functions; see examples for details.

#### Pitfalls

The number of classes, K, must not exceed: - the largest integer representable by self.dtype, i.e.,2\*\*(mantissa\_bits+1) (IEE754), - the maximum Tensor index, i.e., 2\*\*31-1.

In other words,

K <= min(2\*\*31-1, {  
  tf.float16: 2\*\*11,  
  tf.float32: 2\*\*24,  
  tf.float64: 2\*\*53 }[param.dtype])

**Note:** This condition is validated only when **self.validate\_args = True**.

#### Examples

alpha = [1., 2., 3.]  
n = 2.  
dist = DirichletMultinomial(n, alpha)

Creates a 3-class distribution, with the 3rd class is most likely to be drawn. The distribution functions can be evaluated on counts.

# counts same shape as alpha.  
counts = [0., 0., 2.]  
dist.prob(counts)  # Shape []  
  
# alpha will be broadcast to [[1., 2., 3.], [1., 2., 3.]] to match counts.  
counts = [[1., 1., 0.], [1., 0., 1.]]  
dist.prob(counts)  # Shape [2]  
  
# alpha will be broadcast to shape [5, 7, 3] to match counts.  
counts = [[...]]  # Shape [5, 7, 3]  
dist.prob(counts)  # Shape [5, 7]

Creates a 2-batch of 3-class distributions.

alpha = [[1., 2., 3.], [4., 5., 6.]]  # Shape [2, 3]  
n = [3., 3.]  
dist = DirichletMultinomial(n, alpha)  
  
# counts will be broadcast to [[2., 1., 0.], [2., 1., 0.]] to match alpha.  
counts = [2., 1., 0.]  
dist.prob(counts)  # Shape [2]

## \_\_init\_\_

\_\_init\_\_(  
    total\_count,  
    concentration,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='DirichletMultinomial'  
)

Initialize a batch of DirichletMultinomial distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**total\_count**: Non-negative floating point tensor, whose dtype is the same as concentration. The shape is broadcastable to [N1,..., Nm] with m >= 0. Defines this as a batch of N1 x ... x Nm different Dirichlet multinomial distributions. Its components should be equal to integer values.

**concentration**: Positive floating point tensor, whose dtype is the same as n with shape broadcastable to [N1,..., Nm, K] m >= 0. Defines this as a batch of N1 x ... x Nmdifferent K class Dirichlet multinomial distributions.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### concentration

Concentration parameter; expected prior counts for that coordinate.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### total\_concentration

Sum of last dim of concentration parameter.

### total\_count

Number of trials used to construct a sample.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

Additional documentation from DirichletMultinomial:

The covariance for each batch member is defined as the following:

Var(X\_j) = n \* alpha\_j / alpha\_0 \* (1 - alpha\_j / alpha\_0) \*

(n + alpha\_0) / (1 + alpha\_0)

where concentration = alpha and total\_concentration = alpha\_0 = sum\_j alpha\_j.

The covariance between elements in a batch is defined as:

Cov(X\_i, X\_j) = -n \* alpha\_i \* alpha\_j / alpha\_0 \*\* 2 \*

(n + alpha\_0) / (1 + alpha\_0)

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

Additional documentation from DirichletMultinomial:

For each batch of counts, value = [n\_0, ..., n\_{K-1}], P[value] is the probability that after sampling self.total\_count draws from this Dirichlet-Multinomial distribution, the number of draws falling in class j is n\_j. Since this definition is [exchangeable](https://en.wikipedia.org/wiki/Exchangeable_random_variables); different sequences have the same counts so the probability includes a combinatorial coefficient.

**Note:** **value** must be a non-negative tensor with dtype **self.dtype**, have no fractional components, and such that **tf.reduce\_sum(value, -1) = self.total\_count**. Its shape must be broadcastable with **self.concentration** and **self.total\_count**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

Additional documentation from DirichletMultinomial:

For each batch of counts, value = [n\_0, ..., n\_{K-1}], P[value] is the probability that after sampling self.total\_count draws from this Dirichlet-Multinomial distribution, the number of draws falling in class j is n\_j. Since this definition is [exchangeable](https://en.wikipedia.org/wiki/Exchangeable_random_variables); different sequences have the same counts so the probability includes a combinatorial coefficient.

**Note:** **value** must be a non-negative tensor with dtype **self.dtype**, have no fractional components, and such that **tf.reduce\_sum(value, -1) = self.total\_count**. Its shape must be broadcastable with **self.concentration** and **self.total\_count**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Distribution

A generic probability distribution base class.

Defined in [python/ops/distributions/distribution.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/distribution.py).

Distribution is a base class for constructing and organizing properties (e.g., mean, variance) of random variables (e.g, Bernoulli, Gaussian).

#### Subclassing

Subclasses are expected to implement a leading-underscore version of the same-named function. The argument signature should be identical except for the omission of name="...". For example, to enable log\_prob(value, name="log\_prob") a subclass should implement \_log\_prob(value).

Subclasses can append to public-level docstrings by providing docstrings for their method specializations. For example:

@util.AppendDocstring("Some other details.")  
def \_log\_prob(self, value):  
  ...

would add the string "Some other details." to the log\_prob function docstring. This is implemented as a simple decorator to avoid python linter complaining about missing Args/Returns/Raises sections in the partial docstrings.

#### Broadcasting, batching, and shapes

All distributions support batches of independent distributions of that type. The batch shape is determined by broadcasting together the parameters.

The shape of arguments to \_\_init\_\_, cdf, log\_cdf, prob, and log\_prob reflect this broadcasting, as does the return value of sample and sample\_n.

sample\_n\_shape = [n] + batch\_shape + event\_shape, where sample\_n\_shape is the shape of the Tensor returned from sample\_n, n is the number of samples, batch\_shape defines how many independent distributions there are, and event\_shape defines the shape of samples from each of those independent distributions. Samples are independent along the batch\_shape dimensions, but not necessarily so along the event\_shape dimensions (depending on the particulars of the underlying distribution).

Using the Uniform distribution as an example:

minval = 3.0  
maxval = [[4.0, 6.0],  
          [10.0, 12.0]]  
  
# Broadcasting:  
# This instance represents 4 Uniform distributions. Each has a lower bound at  
# 3.0 as the `minval` parameter was broadcasted to match `maxval`'s shape.  
u = Uniform(minval, maxval)  
  
# `event\_shape` is `TensorShape([])`.  
event\_shape = u.event\_shape  
# `event\_shape\_t` is a `Tensor` which will evaluate to [].  
event\_shape\_t = u.event\_shape\_tensor()  
  
# Sampling returns a sample per distribution. `samples` has shape  
# [5, 2, 2], which is [n] + batch\_shape + event\_shape, where n=5,  
# batch\_shape=[2, 2], and event\_shape=[].  
samples = u.sample\_n(5)  
  
# The broadcasting holds across methods. Here we use `cdf` as an example. The  
# same holds for `log\_cdf` and the likelihood functions.  
  
# `cum\_prob` has shape [2, 2] as the `value` argument was broadcasted to the  
# shape of the `Uniform` instance.  
cum\_prob\_broadcast = u.cdf(4.0)  
  
# `cum\_prob`'s shape is [2, 2], one per distribution. No broadcasting  
# occurred.  
cum\_prob\_per\_dist = u.cdf([[4.0, 5.0],  
                           [6.0, 7.0]])  
  
# INVALID as the `value` argument is not broadcastable to the distribution's  
# shape.  
cum\_prob\_invalid = u.cdf([4.0, 5.0, 6.0])

#### Shapes

There are three important concepts associated with TensorFlow Distributions shapes: - Event shape describes the shape of a single draw from the distribution; it may be dependent across dimensions. For scalar distributions, the event shape is []. For a 5-dimensional MultivariateNormal, the event shape is [5]. - Batch shape describes independent, not identically distributed draws, aka a "collection" or "bunch" of distributions. - Sample shape describes independent, identically distributed draws of batches from the distribution family.

The event shape and the batch shape are properties of a Distribution object, whereas the sample shape is associated with a specific call to sample or log\_prob.

For detailed usage examples of TensorFlow Distributions shapes, see [this tutorial](https://github.com/tensorflow/probability/blob/master/tensorflow_probability/examples/jupyter_notebooks/Understanding_TensorFlow_Distributions_Shapes.ipynb)

#### Parameter values leading to undefined statistics or distributions.

Some distributions do not have well-defined statistics for all initialization parameter values. For example, the beta distribution is parameterized by positive real numbers concentration1 and concentration0, and does not have well-defined mode if concentration1 < 1 or concentration0 < 1.

The user is given the option of raising an exception or returning NaN.

a = tf.exp(tf.matmul(logits, weights\_a))  
b = tf.exp(tf.matmul(logits, weights\_b))  
  
# Will raise exception if ANY batch member has a < 1 or b < 1.  
dist = distributions.beta(a, b, allow\_nan\_stats=False)  
mode = dist.mode().eval()  
  
# Will return NaN for batch members with either a < 1 or b < 1.  
dist = distributions.beta(a, b, allow\_nan\_stats=True)  # Default behavior  
mode = dist.mode().eval()

In all cases, an exception is raised if invalid parameters are passed, e.g.

# Will raise an exception if any Op is run.  
negative\_a = -1.0 \* a  # beta distribution by definition has a > 0.  
dist = distributions.beta(negative\_a, b, allow\_nan\_stats=True)  
dist.mean().eval()

## \_\_init\_\_

\_\_init\_\_(  
    dtype,  
    reparameterization\_type,  
    validate\_args,  
    allow\_nan\_stats,  
    parameters=None,  
    graph\_parents=None,  
    name=None  
)

Constructs the Distribution. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

**This is a private method for subclass use.**

#### Args:

**dtype**: The type of the event samples. None implies no type-enforcement.

**reparameterization\_type**: Instance of ReparameterizationType. If distributions.FULLY\_REPARAMETERIZED, this Distribution can be reparameterized in terms of some standard distribution with a function whose Jacobian is constant for the support of the standard distribution. If distributions.NOT\_REPARAMETERIZED, then no such reparameterization is available.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**parameters**: Python dict of parameters used to instantiate this Distribution.

**graph\_parents**: Python list of graph prerequisites of this Distribution.

**name**: Python str name prefixed to Ops created by this class. Default: subclass name.

#### Raises:

**ValueError**: if any member of graph\_parents is None or not a Tensor.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

@classmethod  
param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

@classmethod  
param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Exponential

Exponential distribution.

Inherits From: [Gamma](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Gamma)

Defined in [python/ops/distributions/exponential.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/exponential.py).

The Exponential distribution is parameterized by an event rate parameter.

#### Mathematical Details

The probability density function (pdf) is,

pdf(x; lambda, x > 0) = exp(-lambda x) / Z

Z = 1 / lambda

where rate = lambda and Z is the normalizaing constant.

The Exponential distribution is a special case of the Gamma distribution, i.e.,

Exponential(rate) = Gamma(concentration=1., rate)

The Exponential distribution uses a rate parameter, or "inverse scale", which can be intuited as,

X ~ Exponential(rate=1)

Y = X / rate

## \_\_init\_\_

\_\_init\_\_(  
    rate,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Exponential'  
)

Construct Exponential distribution with parameter rate. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**rate**: Floating point tensor, equivalent to 1 / mean. Must contain only positive values.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### concentration

Concentration parameter.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### rate

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

Additional documentation from Gamma:

The mode of a gamma distribution is (shape - 1) / rate when shape > 1, and NaN otherwise. If self.allow\_nan\_stats is False, an exception will be raised rather than returning NaN.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

# tf.compat.v1.distributions.Gamma
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## Class Gamma

Gamma distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/gamma.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/gamma.py).

The Gamma distribution is defined over positive real numbers using parameters concentration (aka "alpha") and rate (aka "beta").

#### Mathematical Details

The probability density function (pdf) is,

pdf(x; alpha, beta, x > 0) = x\*\*(alpha - 1) exp(-x beta) / Z

Z = Gamma(alpha) beta\*\*(-alpha)

where:

concentration = alpha, alpha > 0,

rate = beta, beta > 0,

Z is the normalizing constant, and,

Gamma is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function).

The cumulative density function (cdf) is,

cdf(x; alpha, beta, x > 0) = GammaInc(alpha, beta x) / Gamma(alpha)

where GammaInc is the [lower incomplete Gamma function](https://en.wikipedia.org/wiki/Incomplete_gamma_function).

The parameters can be intuited via their relationship to mean and stddev,

concentration = alpha = (mean / stddev)\*\*2

rate = beta = mean / stddev\*\*2 = concentration / mean

Distribution parameters are automatically broadcast in all functions; see examples for details.

**Warning:** The samples of this distribution are always non-negative. However, the samples that are smaller than **np.finfo(dtype).tiny** are rounded to this value, so it appears more often than it should. This should only be noticeable when the **concentration** is very small, or the **rate** is very large. See note in [**tf.random.gamma**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/random/gamma)docstring.

Samples of this distribution are reparameterized (pathwise differentiable). The derivatives are computed using the approach described in the paper

[Michael Figurnov, Shakir Mohamed, Andriy Mnih. Implicit Reparameterization Gradients, 2018](https://arxiv.org/abs/1805.08498)

#### Examples

import tensorflow\_probability as tfp  
tfd = tfp.distributions  
  
dist = tfd.Gamma(concentration=3.0, rate=2.0)  
dist2 = tfd.Gamma(concentration=[3.0, 4.0], rate=[2.0, 3.0])

Compute the gradients of samples w.r.t. the parameters:

concentration = tf.constant(3.0)  
rate = tf.constant(2.0)  
dist = tfd.Gamma(concentration, rate)  
samples = dist.sample(5)  # Shape [5]  
loss = tf.reduce\_mean(tf.square(samples))  # Arbitrary loss function  
# Unbiased stochastic gradients of the loss function  
grads = tf.gradients(loss, [concentration, rate])

## \_\_init\_\_

\_\_init\_\_(  
    concentration,  
    rate,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Gamma'  
)

Construct Gamma with concentration and rate parameters. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

The parameters concentration and rate must be shaped in a way that supports broadcasting (e.g. concentration + rate is a valid operation).

#### Args:

**concentration**: Floating point tensor, the concentration params of the distribution(s). Must contain only positive values.

**rate**: Floating point tensor, the inverse scale params of the distribution(s). Must contain only positive values.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**TypeError**: if concentration and rate are different dtypes.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### concentration

Concentration parameter.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### rate

Rate parameter.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

Additional documentation from Gamma:

The mode of a gamma distribution is (shape - 1) / rate when shape > 1, and NaN otherwise. If self.allow\_nan\_stats is False, an exception will be raised rather than returning NaN.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

# tf.compat.v1.distributions.kl\_divergence

Get the KL-divergence KL(distribution\_a || distribution\_b). (deprecated)

tf.compat.v1.distributions.kl\_divergence(  
    distribution\_a,  
    distribution\_b,  
    allow\_nan\_stats=True,  
    name=None  
)

Defined in [python/ops/distributions/kullback\_leibler.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/kullback_leibler.py).

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

If there is no KL method registered specifically for type(distribution\_a) and type(distribution\_b), then the class hierarchies of these types are searched.

If one KL method is registered between any pairs of classes in these two parent hierarchies, it is used.

If more than one such registered method exists, the method whose registered classes have the shortest sum MRO paths to the input types is used.

If more than one such shortest path exists, the first method identified in the search is used (favoring a shorter MRO distance to type(distribution\_a)).

#### Args:

**distribution\_a**: The first distribution.

**distribution\_b**: The second distribution.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Returns:

A Tensor with the batchwise KL-divergence between distribution\_a and distribution\_b.

#### Raises:

**NotImplementedError**: If no KL method is defined for distribution types of distribution\_aand distribution\_b.

# tf.compat.v1.distributions.Laplace
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## Class Laplace

The Laplace distribution with location loc and scale parameters.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/laplace.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/laplace.py).

#### Mathematical details

The probability density function (pdf) of this distribution is,

pdf(x; mu, sigma) = exp(-|x - mu| / sigma) / Z

Z = 2 sigma

where loc = mu, scale = sigma, and Z is the normalization constant.

Note that the Laplace distribution can be thought of two exponential distributions spliced together "back-to-back."

The Lpalce distribution is a member of the [location-scale family](https://en.wikipedia.org/wiki/Location-scale_family), i.e., it can be constructed as,

X ~ Laplace(loc=0, scale=1)

Y = loc + scale \* X

## \_\_init\_\_

\_\_init\_\_(  
    loc,  
    scale,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Laplace'  
)

Construct Laplace distribution with parameters loc and scale. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

The parameters loc and scale must be shaped in a way that supports broadcasting (e.g., loc / scale is a valid operation).

#### Args:

**loc**: Floating point tensor which characterizes the location (center) of the distribution.

**scale**: Positive floating point tensor which characterizes the spread of the distribution.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**TypeError**: if loc and scale are of different dtype.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### loc

Distribution parameter for the location.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### scale

Distribution parameter for scale.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Multinomial

Multinomial distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/multinomial.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/multinomial.py).

This Multinomial distribution is parameterized by probs, a (batch of) length-K prob (probability) vectors (K > 1) such that tf.reduce\_sum(probs, -1) = 1, and a total\_count number of trials, i.e., the number of trials per draw from the Multinomial. It is defined over a (batch of) length-K vector counts such that tf.reduce\_sum(counts, -1) = total\_count. The Multinomial is identically the Binomial distribution when K = 2.

#### Mathematical Details

The Multinomial is a distribution over K-class counts, i.e., a length-K vector of non-negative integer counts = n = [n\_0, ..., n\_{K-1}].

The probability mass function (pmf) is,

pmf(n; pi, N) = prod\_j (pi\_j)\*\*n\_j / Z

Z = (prod\_j n\_j!) / N!

where: \* probs = pi = [pi\_0, ..., pi\_{K-1}], pi\_j > 0, sum\_j pi\_j = 1, \* total\_count = N, N a positive integer, \* Z is the normalization constant, and, \* N! denotes N factorial.

Distribution parameters are automatically broadcast in all functions; see examples for details.

#### Pitfalls

The number of classes, K, must not exceed: - the largest integer representable by self.dtype, i.e.,2\*\*(mantissa\_bits+1) (IEE754), - the maximum Tensor index, i.e., 2\*\*31-1.

In other words,

K <= min(2\*\*31-1, {  
  tf.float16: 2\*\*11,  
  tf.float32: 2\*\*24,  
  tf.float64: 2\*\*53 }[param.dtype])

**Note:** This condition is validated only when **self.validate\_args = True**.

#### Examples

Create a 3-class distribution, with the 3rd class is most likely to be drawn, using logits.

logits = [-50., -43, 0]  
dist = Multinomial(total\_count=4., logits=logits)

Create a 3-class distribution, with the 3rd class is most likely to be drawn.

p = [.2, .3, .5]  
dist = Multinomial(total\_count=4., probs=p)

The distribution functions can be evaluated on counts.

# counts same shape as p.  
counts = [1., 0, 3]  
dist.prob(counts)  # Shape []  
  
# p will be broadcast to [[.2, .3, .5], [.2, .3, .5]] to match counts.  
counts = [[1., 2, 1], [2, 2, 0]]  
dist.prob(counts)  # Shape [2]  
  
# p will be broadcast to shape [5, 7, 3] to match counts.  
counts = [[...]]  # Shape [5, 7, 3]  
dist.prob(counts)  # Shape [5, 7]

Create a 2-batch of 3-class distributions.

p = [[.1, .2, .7], [.3, .3, .4]]  # Shape [2, 3]  
dist = Multinomial(total\_count=[4., 5], probs=p)  
  
counts = [[2., 1, 1], [3, 1, 1]]  
dist.prob(counts)  # Shape [2]  
  
dist.sample(5) # Shape [5, 2, 3]

## \_\_init\_\_

\_\_init\_\_(  
    total\_count,  
    logits=None,  
    probs=None,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Multinomial'  
)

Initialize a batch of Multinomial distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**total\_count**: Non-negative floating point tensor with shape broadcastable to [N1,..., Nm]with m >= 0. Defines this as a batch of N1 x ... x Nm different Multinomial distributions. Its components should be equal to integer values.

**logits**: Floating point tensor representing unnormalized log-probabilities of a positive event with shape broadcastable to [N1,..., Nm, K] m >= 0, and the same dtype as total\_count. Defines this as a batch of N1 x ... x Nm different K class Multinomial distributions. Only one of logits or probs should be passed in.

**probs**: Positive floating point tensor with shape broadcastable to [N1,..., Nm, K] m >= 0and same dtype as total\_count. Defines this as a batch of N1 x ... x Nm different K class Multinomial distributions. probs's components in the last portion of its shape should sum to 1. Only one of logits or probs should be passed in.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### logits

Vector of coordinatewise logits.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### probs

Probability of drawing a 1 in that coordinate.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### total\_count

Number of trials used to construct a sample.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

Additional documentation from Multinomial:

For each batch of counts, value = [n\_0, ... ,n\_{k-1}], P[value] is the probability that after sampling self.total\_count draws from this Multinomial distribution, the number of draws falling in class j is n\_j. Since this definition is [exchangeable](https://en.wikipedia.org/wiki/Exchangeable_random_variables); different sequences have the same counts so the probability includes a combinatorial coefficient.

**Note:** **value** must be a non-negative tensor with dtype **self.dtype**, have no fractional components, and such that **tf.reduce\_sum(value, -1) = self.total\_count**. Its shape must be broadcastable with **self.probs**and **self.total\_count**.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Normal

The Normal distribution with location loc and scale parameters.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/normal.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/normal.py).

#### Mathematical details

The probability density function (pdf) is,

pdf(x; mu, sigma) = exp(-0.5 (x - mu)\*\*2 / sigma\*\*2) / Z

Z = (2 pi sigma\*\*2)\*\*0.5

where loc = mu is the mean, scale = sigma is the std. deviation, and, Z is the normalization constant.

The Normal distribution is a member of the [location-scale family](https://en.wikipedia.org/wiki/Location-scale_family), i.e., it can be constructed as,

X ~ Normal(loc=0, scale=1)

Y = loc + scale \* X

#### Examples

Examples of initialization of one or a batch of distributions.

import tensorflow\_probability as tfp  
tfd = tfp.distributions  
  
# Define a single scalar Normal distribution.  
dist = tfd.Normal(loc=0., scale=3.)  
  
# Evaluate the cdf at 1, returning a scalar.  
dist.cdf(1.)  
  
# Define a batch of two scalar valued Normals.  
# The first has mean 1 and standard deviation 11, the second 2 and 22.  
dist = tfd.Normal(loc=[1, 2.], scale=[11, 22.])  
  
# Evaluate the pdf of the first distribution on 0, and the second on 1.5,  
# returning a length two tensor.  
dist.prob([0, 1.5])  
  
# Get 3 samples, returning a 3 x 2 tensor.  
dist.sample([3])

Arguments are broadcast when possible.

# Define a batch of two scalar valued Normals.  
# Both have mean 1, but different standard deviations.  
dist = tfd.Normal(loc=1., scale=[11, 22.])  
  
# Evaluate the pdf of both distributions on the same point, 3.0,  
# returning a length 2 tensor.  
dist.prob(3.0)

## \_\_init\_\_

\_\_init\_\_(  
    loc,  
    scale,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Normal'  
)

Construct Normal distributions with mean and stddev loc and scale. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

The parameters loc and scale must be shaped in a way that supports broadcasting (e.g. loc + scale is a valid operation).

#### Args:

**loc**: Floating point tensor; the means of the distribution(s).

**scale**: Floating point tensor; the stddevs of the distribution(s). Must contain only positive values.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**TypeError**: if loc and scale have different dtype.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### loc

Distribution parameter for the mean.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### scale

Distribution parameter for standard deviation.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class RegisterKL

Decorator to register a KL divergence implementation function.

Defined in [python/ops/distributions/kullback\_leibler.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/kullback_leibler.py).

#### Usage:

@distributions.RegisterKL(distributions.Normal, distributions.Normal) def \_kl\_normal\_mvn(norm\_a, norm\_b): # Return KL(norm\_a || norm\_b)

## \_\_init\_\_

\_\_init\_\_(  
    dist\_cls\_a,  
    dist\_cls\_b  
)

Initialize the KL registrar. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**dist\_cls\_a**: the class of the first argument of the KL divergence.

**dist\_cls\_b**: the class of the second argument of the KL divergence.

## Methods

### \_\_call\_\_

\_\_call\_\_(kl\_fn)

Perform the KL registration.

#### Args:

**kl\_fn**: The function to use for the KL divergence.

#### Returns:

kl\_fn

#### Raises:

**TypeError**: if kl\_fn is not a callable.

**ValueError**: if a KL divergence function has already been registered for the given argument classes.
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## Class ReparameterizationType

Instances of this class represent how sampling is reparameterized.

Defined in [python/ops/distributions/distribution.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/distribution.py).

Two static instances exist in the distributions library, signifying one of two possible properties for samples from a distribution:

FULLY\_REPARAMETERIZED: Samples from the distribution are fully reparameterized, and straight-through gradients are supported.

NOT\_REPARAMETERIZED: Samples from the distribution are not fully reparameterized, and straight-through gradients are either partially unsupported or are not supported at all. In this case, for purposes of e.g. RL or variational inference, it is generally safest to wrap the sample results in a stop\_gradients call and use policy gradients / surrogate loss instead.

## \_\_init\_\_

\_\_init\_\_(rep\_type)

DEPRECATED FUNCTION

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

## Methods

### \_\_eq\_\_

\_\_eq\_\_(other)

Determine if this ReparameterizationType is equal to another.

Since RepaparameterizationType instances are constant static global instances, equality checks if two instances' id() values are equal.

#### Args:

**other**: Object to compare against.

#### Returns:

self is other.
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## Class StudentT

Student's t-distribution.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/student\_t.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/student_t.py).

This distribution has parameters: degree of freedom df, location loc, and scale.

#### Mathematical details

The probability density function (pdf) is,

pdf(x; df, mu, sigma) = (1 + y\*\*2 / df)\*\*(-0.5 (df + 1)) / Z

where,

y = (x - mu) / sigma

Z = abs(sigma) sqrt(df pi) Gamma(0.5 df) / Gamma(0.5 (df + 1))

where: \* loc = mu, \* scale = sigma, and, \* Z is the normalization constant, and, \* Gamma is the [gamma function](https://en.wikipedia.org/wiki/Gamma_function).

The StudentT distribution is a member of the [location-scale family](https://en.wikipedia.org/wiki/Location-scale_family), i.e., it can be constructed as,

X ~ StudentT(df, loc=0, scale=1)

Y = loc + scale \* X

Notice that scale has semantics more similar to standard deviation than variance. However it is not actually the std. deviation; the Student's t-distribution std. dev. is scale sqrt(df / (df - 2)) when df > 2.

Samples of this distribution are reparameterized (pathwise differentiable). The derivatives are computed using the approach described in the paper

[Michael Figurnov, Shakir Mohamed, Andriy Mnih. Implicit Reparameterization Gradients, 2018](https://arxiv.org/abs/1805.08498)

#### Examples

Examples of initialization of one or a batch of distributions.

import tensorflow\_probability as tfp  
tfd = tfp.distributions  
  
# Define a single scalar Student t distribution.  
single\_dist = tfd.StudentT(df=3)  
  
# Evaluate the pdf at 1, returning a scalar Tensor.  
single\_dist.prob(1.)  
  
# Define a batch of two scalar valued Student t's.  
# The first has degrees of freedom 2, mean 1, and scale 11.  
# The second 3, 2 and 22.  
multi\_dist = tfd.StudentT(df=[2, 3], loc=[1, 2.], scale=[11, 22.])  
  
# Evaluate the pdf of the first distribution on 0, and the second on 1.5,  
# returning a length two tensor.  
multi\_dist.prob([0, 1.5])  
  
# Get 3 samples, returning a 3 x 2 tensor.  
multi\_dist.sample(3)

Arguments are broadcast when possible.

# Define a batch of two Student's t distributions.  
# Both have df 2 and mean 1, but different scales.  
dist = tfd.StudentT(df=2, loc=1, scale=[11, 22.])  
  
# Evaluate the pdf of both distributions on the same point, 3.0,  
# returning a length 2 tensor.  
dist.prob(3.0)

Compute the gradients of samples w.r.t. the parameters:

df = tf.constant(2.0)  
loc = tf.constant(2.0)  
scale = tf.constant(11.0)  
dist = tfd.StudentT(df=df, loc=loc, scale=scale)  
samples = dist.sample(5)  # Shape [5]  
loss = tf.reduce\_mean(tf.square(samples))  # Arbitrary loss function  
# Unbiased stochastic gradients of the loss function  
grads = tf.gradients(loss, [df, loc, scale])

## \_\_init\_\_

\_\_init\_\_(  
    df,  
    loc,  
    scale,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='StudentT'  
)

Construct Student's t distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

The distributions have degree of freedom df, mean loc, and scale scale.

The parameters df, loc, and scale must be shaped in a way that supports broadcasting (e.g. df + loc + scale is a valid operation).

#### Args:

**df**: Floating-point Tensor. The degrees of freedom of the distribution(s). df must contain only positive values.

**loc**: Floating-point Tensor. The mean(s) of the distribution(s).

**scale**: Floating-point Tensor. The scaling factor(s) for the distribution(s). Note that scale is not technically the standard deviation of this distribution but has semantics more similar to standard deviation than variance.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**TypeError**: if loc and scale are different dtypes.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### df

Degrees of freedom in these Student's t distribution(s).

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### loc

Locations of these Student's t distribution(s).

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### scale

Scaling factors of these Student's t distribution(s).

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

Additional documentation from StudentT:

The mean of Student's T equals loc if df > 1, otherwise it is NaN. If self.allow\_nan\_stats=True, then an exception will be raised rather than returning NaN.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

Additional documentation from StudentT:

The variance for Student's T equals

df / (df - 2), when df > 2  
infinity, when 1 < df <= 2  
NaN, when df <= 1

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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## Class Uniform

Uniform distribution with low and high parameters.

Inherits From: [Distribution](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/distributions/Distribution)

Defined in [python/ops/distributions/uniform.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/ops/distributions/uniform.py).

#### Mathematical Details

The probability density function (pdf) is,

pdf(x; a, b) = I[a <= x < b] / Z

Z = b - a

where

low = a,

high = b,

Z is the normalizing constant, and

I[predicate] is the [indicator function](https://en.wikipedia.org/wiki/Indicator_function) for predicate.

The parameters low and high must be shaped in a way that supports broadcasting (e.g., high - low is a valid operation).

#### Examples

# Without broadcasting:  
u1 = Uniform(low=3.0, high=4.0)  # a single uniform distribution [3, 4]  
u2 = Uniform(low=[1.0, 2.0],  
             high=[3.0, 4.0])  # 2 distributions [1, 3], [2, 4]  
u3 = Uniform(low=[[1.0, 2.0],  
                  [3.0, 4.0]],  
             high=[[1.5, 2.5],  
                   [3.5, 4.5]])  # 4 distributions

# With broadcasting:  
u1 = Uniform(low=3.0, high=[5.0, 6.0, 7.0])  # 3 distributions

## \_\_init\_\_

\_\_init\_\_(  
    low=0.0,  
    high=1.0,  
    validate\_args=False,  
    allow\_nan\_stats=True,  
    name='Uniform'  
)

Initialize a batch of Uniform distributions. (deprecated)

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed after 2019-01-01. Instructions for updating: The TensorFlow Distributions library has moved to TensorFlow Probability (https://github.com/tensorflow/probability). You should update all references to use **tfp.distributions**instead of **tf.distributions**.

#### Args:

**low**: Floating point tensor, lower boundary of the output interval. Must have low < high.

**high**: Floating point tensor, upper boundary of the output interval. Must have low < high.

**validate\_args**: Python bool, default False. When True distribution parameters are checked for validity despite possibly degrading runtime performance. When False invalid inputs may silently render incorrect outputs.

**allow\_nan\_stats**: Python bool, default True. When True, statistics (e.g., mean, mode, variance) use the value "NaN" to indicate the result is undefined. When False, an exception is raised if one or more of the statistic's batch members are undefined.

**name**: Python str name prefixed to Ops created by this class.

#### Raises:

**InvalidArgumentError**: if low >= high and validate\_args=False.

## Properties

### allow\_nan\_stats

Python bool describing behavior when a stat is undefined.

Stats return +/- infinity when it makes sense. E.g., the variance of a Cauchy distribution is infinity. However, sometimes the statistic is undefined, e.g., if a distribution's pdf does not achieve a maximum within the support of the distribution, the mode is undefined. If the mean is undefined, then by definition the variance is undefined. E.g. the mean for Student's T for df = 1 is undefined (no clear way to say it is either + or - infinity), so the variance = E[(X - mean)\*\*2] is also undefined.

#### Returns:

**allow\_nan\_stats**: Python bool.

### batch\_shape

Shape of a single sample from a single event index as a TensorShape.

May be partially defined or unknown.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Returns:

**batch\_shape**: TensorShape, possibly unknown.

### dtype

The DType of Tensors handled by this Distribution.

### event\_shape

Shape of a single sample from a single batch as a TensorShape.

May be partially defined or unknown.

#### Returns:

**event\_shape**: TensorShape, possibly unknown.

### high

Upper boundary of the output interval.

### low

Lower boundary of the output interval.

### name

Name prepended to all ops created by this Distribution.

### parameters

Dictionary of parameters used to instantiate this Distribution.

### reparameterization\_type

Describes how samples from the distribution are reparameterized.

Currently this is one of the static instances distributions.FULLY\_REPARAMETERIZED or distributions.NOT\_REPARAMETERIZED.

#### Returns:

An instance of ReparameterizationType.

### validate\_args

Python bool indicating possibly expensive checks are enabled.

## Methods

### batch\_shape\_tensor

batch\_shape\_tensor(name='batch\_shape\_tensor')

Shape of a single sample from a single event index as a 1-D Tensor.

The batch dimensions are indexes into independent, non-identical parameterizations of this distribution.

#### Args:

**name**: name to give to the op

#### Returns:

**batch\_shape**: Tensor.

### cdf

cdf(  
    value,  
    name='cdf'  
)

Cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

cdf(x) := P[X <= x]

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### copy

copy(\*\*override\_parameters\_kwargs)

Creates a deep copy of the distribution.

**Note:** the copy distribution may continue to depend on the original initialization arguments.

#### Args:

**\*\*override\_parameters\_kwargs**: String/value dictionary of initialization arguments to override with new values.

#### Returns:

**distribution**: A new instance of type(self) initialized from the union of self.parameters and override\_parameters\_kwargs, i.e., dict(self.parameters, \*\*override\_parameters\_kwargs).

### covariance

covariance(name='covariance')

Covariance.

Covariance is (possibly) defined only for non-scalar-event distributions.

For example, for a length-k, vector-valued distribution, it is calculated as,

Cov[i, j] = Covariance(X\_i, X\_j) = E[(X\_i - E[X\_i]) (X\_j - E[X\_j])]

where Cov is a (batch of) k x k matrix, 0 <= (i, j) < k, and E denotes expectation.

Alternatively, for non-vector, multivariate distributions (e.g., matrix-valued, Wishart), Covariance shall return a (batch of) matrices under some vectorization of the events, i.e.,

Cov[i, j] = Covariance(Vec(X)\_i, Vec(X)\_j) = [as above]

where Cov is a (batch of) k' x k' matrices, 0 <= (i, j) < k' = reduce\_prod(event\_shape), and Vec is some function mapping indices of this distribution's event dimensions to indices of a length-k' vector.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**covariance**: Floating-point Tensor with shape [B1, ..., Bn, k', k'] where the first ndimensions are batch coordinates and k' = reduce\_prod(self.event\_shape).

### cross\_entropy

cross\_entropy(  
    other,  
    name='cross\_entropy'  
)

Computes the (Shannon) cross entropy.

Denote this distribution (self) by P and the other distribution by Q. Assuming P, Q are absolutely continuous with respect to one another and permit densities p(x) dr(x) and q(x) dr(x), (Shanon) cross entropy is defined as:

H[P, Q] = E\_p[-log q(X)] = -int\_F p(x) log q(x) dr(x)

where F denotes the support of the random variable X ~ P.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**cross\_entropy**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of (Shanon) cross entropy.

### entropy

entropy(name='entropy')

Shannon entropy in nats.

### event\_shape\_tensor

event\_shape\_tensor(name='event\_shape\_tensor')

Shape of a single sample from a single batch as a 1-D int32 Tensor.

#### Args:

**name**: name to give to the op

#### Returns:

**event\_shape**: Tensor.

### is\_scalar\_batch

is\_scalar\_batch(name='is\_scalar\_batch')

Indicates that batch\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_batch**: bool scalar Tensor.

### is\_scalar\_event

is\_scalar\_event(name='is\_scalar\_event')

Indicates that event\_shape == [].

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**is\_scalar\_event**: bool scalar Tensor.

### kl\_divergence

kl\_divergence(  
    other,  
    name='kl\_divergence'  
)

Computes the Kullback--Leibler divergence.

Denote this distribution (self) by p and the other distribution by q. Assuming p, q are absolutely continuous with respect to reference measure r, the KL divergence is defined as:

KL[p, q] = E\_p[log(p(X)/q(X))]

= -int\_F p(x) log q(x) dr(x) + int\_F p(x) log p(x) dr(x)

= H[p, q] - H[p]

where F denotes the support of the random variable X ~ p, H[., .] denotes (Shanon) cross entropy, and H[.] denotes (Shanon) entropy.

#### Args:

**other**: tfp.distributions.Distribution instance.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**kl\_divergence**: self.dtype Tensor with shape [B1, ..., Bn] representing n different calculations of the Kullback-Leibler divergence.

### log\_cdf

log\_cdf(  
    value,  
    name='log\_cdf'  
)

Log cumulative distribution function.

Given random variable X, the cumulative distribution function cdf is:

log\_cdf(x) := Log[ P[X <= x] ]

Often, a numerical approximation can be used for log\_cdf(x) that yields a more accurate answer than simply taking the logarithm of the cdf when x << -1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**logcdf**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_prob

log\_prob(  
    value,  
    name='log\_prob'  
)

Log probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**log\_prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### log\_survival\_function

log\_survival\_function(  
    value,  
    name='log\_survival\_function'  
)

Log survival function.

Given random variable X, the survival function is defined:

log\_survival\_function(x) = Log[ P[X > x] ]

= Log[ 1 - P[X <= x] ]

= Log[ 1 - cdf(x) ]

Typically, different numerical approximations can be used for the log survival function, which are more accurate than 1 - cdf(x) when x >> 1.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### mean

mean(name='mean')

Mean.

### mode

mode(name='mode')

Mode.

### param\_shapes

param\_shapes(  
    cls,  
    sample\_shape,  
    name='DistributionParamShapes'  
)

Shapes of parameters given the desired shape of a call to sample().

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample().

Subclasses should override class method \_param\_shapes.

#### Args:

**sample\_shape**: Tensor or python list/tuple. Desired shape of a call to sample().

**name**: name to prepend ops with.

#### Returns:

dict of parameter name to Tensor shapes.

### param\_static\_shapes

param\_static\_shapes(  
    cls,  
    sample\_shape  
)

param\_shapes with static (i.e. TensorShape) shapes.

This is a class method that describes what key/value arguments are required to instantiate the given Distribution so that a particular shape is returned for that instance's call to sample(). Assumes that the sample's shape is known statically.

Subclasses should override class method \_param\_shapes to return constant-valued tensors when constant values are fed.

#### Args:

**sample\_shape**: TensorShape or python list/tuple. Desired shape of a call to sample().

#### Returns:

dict of parameter name to TensorShape.

#### Raises:

**ValueError**: if sample\_shape is a TensorShape and is not fully defined.

### prob

prob(  
    value,  
    name='prob'  
)

Probability density/mass function.

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**prob**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### quantile

quantile(  
    value,  
    name='quantile'  
)

Quantile function. Aka "inverse cdf" or "percent point function".

Given random variable X and p in [0, 1], the quantile is:

quantile(p) := x such that P[X <= x] == p

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**quantile**: a Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### range

range(name='range')

high - low.

### sample

sample(  
    sample\_shape=(),  
    seed=None,  
    name='sample'  
)

Generate samples of the specified shape.

Note that a call to sample() without arguments will generate a single sample.

#### Args:

**sample\_shape**: 0D or 1D int32 Tensor. Shape of the generated samples.

**seed**: Python integer seed for RNG

**name**: name to give to the op.

#### Returns:

**samples**: a Tensor with prepended dimensions sample\_shape.

### stddev

stddev(name='stddev')

Standard deviation.

Standard deviation is defined as,

stddev = E[(X - E[X])\*\*2]\*\*0.5

where X is the random variable associated with this distribution, E denotes expectation, and stddev.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**stddev**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().

### survival\_function

survival\_function(  
    value,  
    name='survival\_function'  
)

Survival function.

Given random variable X, the survival function is defined:

survival\_function(x) = P[X > x]

= 1 - P[X <= x]

= 1 - cdf(x).

#### Args:

**value**: float or double Tensor.

**name**: Python str prepended to names of ops created by this function.

#### Returns:

Tensor of shape sample\_shape(x) + self.batch\_shape with values of type self.dtype.

### variance

variance(name='variance')

Variance.

Variance is defined as,

Var = E[(X - E[X])\*\*2]

where X is the random variable associated with this distribution, E denotes expectation, and Var.shape = batch\_shape + event\_shape.

#### Args:

**name**: Python str prepended to names of ops created by this function.

#### Returns:

**variance**: Floating-point Tensor with shape identical to batch\_shape + event\_shape, i.e., the same shape as self.mean().
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Import router for absl.flags. See https://github.com/abseil/abseil-py.

### Aliases:

Module tf.compat.v1.app.flags

Module tf.compat.v1.flags

Defined in [python/platform/flags.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/flags.py).

## Modules

[tf\_decorator](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/tf_decorator) module: Base TFDecorator class and utility functions for working with decorators.

## Classes

[class ArgumentParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/ArgumentParser): Base class used to parse and convert arguments.

[class ArgumentSerializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/ArgumentSerializer): Base class for generating string representations of a flag value.

[class BaseListParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/BaseListParser): Base class for a parser of lists of strings.

[class BooleanFlag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/BooleanFlag): Basic boolean flag.

[class BooleanParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/BooleanParser): Parser of boolean values.

[class CantOpenFlagFileError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/CantOpenFlagFileError): Raised when flagfile fails to open.

[class CsvListSerializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/CsvListSerializer)

[class DuplicateFlagError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DuplicateFlagError): Raised if there is a flag naming conflict.

[class EnumClassFlag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/EnumClassFlag): Basic enum flag; its value is an enum class's member.

[class EnumClassParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/EnumClassParser): Parser of an Enum class member.

[class EnumFlag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/EnumFlag): Basic enum flag; its value can be any string from list of enum\_values.

[class EnumParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/EnumParser): Parser of a string enum value (a string value from a given set).

[class Error](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/Error): The base class for all flags errors.

[class Flag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/Flag): Information about a command-line flag.

[class FlagNameConflictsWithMethodError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/FlagNameConflictsWithMethodError): Raised when a flag name conflicts with FlagValues methods.

[class FlagValues](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/FlagValues): Registry of 'Flag' objects.

[class FloatParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/FloatParser): Parser of floating point values.

[class IllegalFlagValueError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/IllegalFlagValueError): Raised when the flag command line argument is illegal.

[class IntegerParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/IntegerParser): Parser of an integer value.

[class ListParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/ListParser): Parser for a comma-separated list of strings.

[class ListSerializer](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/ListSerializer)

[class MultiEnumClassFlag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/MultiEnumClassFlag): A multi\_enum\_class flag.

[class MultiFlag](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/MultiFlag): A flag that can appear multiple time on the command-line.

[class UnparsedFlagAccessError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/UnparsedFlagAccessError): Raised when accessing the flag value from unparsed FlagValues.

[class UnrecognizedFlagError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/UnrecognizedFlagError): Raised when a flag is unrecognized.

[class ValidationError](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/ValidationError): Raised when flag validator constraint is not satisfied.

[class WhitespaceSeparatedListParser](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/WhitespaceSeparatedListParser): Parser for a whitespace-separated list of strings.

## Functions

[DEFINE(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE): Registers a generic Flag object.

[DEFINE\_alias(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_alias): Defines an alias flag for an existing one.

[DEFINE\_bool(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_bool): Registers a boolean flag.

[DEFINE\_boolean(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_bool): Registers a boolean flag.

[DEFINE\_enum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_enum): Registers a flag whose value can be any string from enum\_values.

[DEFINE\_enum\_class(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_enum_class): Registers a flag whose value can be the name of enum members.

[DEFINE\_flag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_flag): Registers a 'Flag' object with a 'FlagValues' object.

[DEFINE\_float(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_float): Registers a flag whose value must be a float.

[DEFINE\_integer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_integer): Registers a flag whose value must be an integer.

[DEFINE\_list(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_list): Registers a flag whose value is a comma-separated list of strings.

[DEFINE\_multi(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi): Registers a generic MultiFlag that parses its args with a given parser.

[DEFINE\_multi\_enum(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi_enum): Registers a flag whose value can be a list strings from enum\_values.

[DEFINE\_multi\_enum\_class(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi_enum_class): Registers a flag whose value can be a list of enum members.

[DEFINE\_multi\_float(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi_float): Registers a flag whose value can be a list of arbitrary floats.

[DEFINE\_multi\_integer(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi_integer): Registers a flag whose value can be a list of arbitrary integers.

[DEFINE\_multi\_string(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_multi_string): Registers a flag whose value can be a list of any strings.

[DEFINE\_spaceseplist(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_spaceseplist): Registers a flag whose value is a whitespace-separated list of strings.

[DEFINE\_string(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/DEFINE_string): Registers a flag whose value can be any string.

[adopt\_module\_key\_flags(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/adopt_module_key_flags): Declares that all flags key to a module are key to the current module.

[declare\_key\_flag(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/declare_key_flag): Declares one flag as key to the current module.

[disclaim\_key\_flags(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/disclaim_key_flags): Declares that the current module will not define any more key flags.

[doc\_to\_help(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/doc_to_help): Takes a **doc** string and reformats it as help.

[flag\_dict\_to\_args(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/flag_dict_to_args): Convert a dict of values into process call parameters.

[get\_help\_width(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/get_help_width): Returns the integer width of help lines that is used in TextWrap.

[mark\_bool\_flags\_as\_mutual\_exclusive(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/mark_bool_flags_as_mutual_exclusive): Ensures that only one flag among flag\_names is True.

[mark\_flag\_as\_required(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/mark_flag_as_required): Ensures that flag is not None during program execution.

[mark\_flags\_as\_mutual\_exclusive(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/mark_flags_as_mutual_exclusive): Ensures that only one flag among flag\_names is not None.

[mark\_flags\_as\_required(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/mark_flags_as_required): Ensures that flags are not None during program execution.

[multi\_flags\_validator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/multi_flags_validator): A function decorator for defining a multi-flag validator.

[register\_multi\_flags\_validator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/register_multi_flags_validator): Adds a constraint to multiple flags.

[register\_validator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/register_validator): Adds a constraint, which will be enforced during program execution.

[text\_wrap(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/text_wrap): Wraps a given text to a maximum line length and returns it.

[validator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/flags/validator): A function decorator for defining a flag validator.
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Import router for file\_io.

Classes

[class FastGFile](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile): File I/O wrappers without thread locking.

[class GFile](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/gfile/GFile): File I/O wrappers without thread locking.

[class Open](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/gfile/GFile): File I/O wrappers without thread locking.

Functions

[Copy(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Copy): Copies data from oldpath to newpath.

[DeleteRecursively(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/DeleteRecursively): Deletes everything under dirname recursively.

[Exists(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Exists): Determines whether a path exists or not.

[Glob(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Glob): Returns a list of files that match the given pattern(s).

[IsDirectory(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/IsDirectory): Returns whether the path is a directory or not.

[ListDirectory(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/ListDirectory): Returns a list of entries contained within a directory.

[MakeDirs(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/MakeDirs): Creates a directory and all parent/intermediate directories.

[MkDir(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/MkDir): Creates a directory with the name 'dirname'.

[Remove(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Remove): Deletes the file located at 'filename'.

[Rename(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Rename): Rename or move a file / directory.

[Stat(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Stat): Returns file statistics for a given path.

[Walk(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/Walk): Recursive directory tree generator for directories.

# tf.compat.v1.gfile.Copy

Copies data from oldpath to newpath.

tf.compat.v1.gfile.Copy(  
    oldpath,  
    newpath,  
    overwrite=False  
)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**oldpath**: string, name of the file who's contents need to be copied

**newpath**: string, name of the file to which to copy to

**overwrite**: boolean, if false it's an error for newpath to be occupied by an existing file.

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.DeleteRecursively

Deletes everything under dirname recursively.

tf.compat.v1.gfile.DeleteRecursively(dirname)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**dirname**: string, a path to a directory

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.Exists

Determines whether a path exists or not.

tf.compat.v1.gfile.Exists(filename)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**filename**: string, a path

#### Returns:

True if the path exists, whether it's a file or a directory. False if the path does not exist and there are no filesystem errors.

#### Raises:

**errors.OpError**: Propagates any errors reported by the FileSystem API.

# tf.compat.v1.gfile.FastGFile

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile#top_of_page)

[Class FastGFile](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile#class_fastgfile)

[\_\_init\_\_](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile#__init__)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile#properties)

[mode](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gfile/FastGFile#mode)

## Class FastGFile

File I/O wrappers without thread locking.

Defined in [python/platform/gfile.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/gfile.py).

Note, that this is somewhat like builtin Python file I/O, but there are semantic differences to make it more efficient for some backing filesystems. For example, a write mode file will not be opened until the first write call (to minimize RPC invocations in network filesystems).

## \_\_init\_\_

\_\_init\_\_(  
    name,  
    mode='r'  
)

DEPRECATED FUNCTION

**Warning:** THIS FUNCTION IS DEPRECATED. It will be removed in a future version. Instructions for updating: Use tf.gfile.GFile.

## Properties

### mode

Returns the mode in which the file was opened.

### name

Returns the file name.

## Methods

### \_\_enter\_\_

\_\_enter\_\_()

Make usable with "with" statement.

### \_\_exit\_\_

\_\_exit\_\_(  
    unused\_type,  
    unused\_value,  
    unused\_traceback  
)

Make usable with "with" statement.

### \_\_iter\_\_

\_\_iter\_\_()

### close

close()

Closes FileIO. Should be called for the WritableFile to be flushed.

### flush

flush()

Flushes the Writable file.

This only ensures that the data has made its way out of the process without any guarantees on whether it's written to disk. This means that the data would survive an application crash but not necessarily an OS crash.

### next

next()

### read

read(n=-1)

Returns the contents of a file as a string.

Starts reading from current position in file.

#### Args:

**n**: Read 'n' bytes if n != -1. If n = -1, reads to end of file.

#### Returns:

'n' bytes of the file (or whole file) in bytes mode or 'n' bytes of the string if in string (regular) mode.

### readline

readline()

Reads the next line from the file. Leaves the '\n' at the end.

### readlines

readlines()

Returns all lines from the file in a list.

### seek

seek(  
    offset=None,  
    whence=0,  
    position=None  
)

Seeks to the offset in the file. (deprecated arguments)

**Warning:** SOME ARGUMENTS ARE DEPRECATED: **(position)**. They will be removed in a future version. Instructions for updating: position is deprecated in favor of the offset argument.

#### Args:

**offset**: The byte count relative to the whence argument.

**whence**: Valid values for whence are: 0: start of the file (default) 1: relative to the current position of the file 2: relative to the end of file. offset is usually negative.

### seekable

seekable()

Returns True as FileIO supports random access ops of seek()/tell()

### size

size()

Returns the size of the file.

### tell

tell()

Returns the current position in the file.

### write

write(file\_content)

Writes file\_content to the file. Appends to the end of the file.

# tf.compat.v1.gfile.Glob

Returns a list of files that match the given pattern(s).

tf.compat.v1.gfile.Glob(filename)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**filename**: string or iterable of strings. The glob pattern(s).

#### Returns:

A list of strings containing filenames that match the given pattern(s).

#### Raises:

**errors.OpError**: If there are filesystem / directory listing errors.

# tf.compat.v1.gfile.IsDirectory

Returns whether the path is a directory or not.

tf.compat.v1.gfile.IsDirectory(dirname)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**dirname**: string, path to a potential directory

#### Returns:

True, if the path is a directory; False otherwise

# tf.compat.v1.gfile.MkDir

Creates a directory with the name 'dirname'.

tf.compat.v1.gfile.MkDir(dirname)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**dirname**: string, name of the directory to be created Notes: The parent directories need to exist. Use recursive\_create\_dir instead if there is the possibility that the parent dirs don't exist.

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.MakeDirs

Creates a directory and all parent/intermediate directories.

tf.compat.v1.gfile.MakeDirs(dirname)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

It succeeds if dirname already exists and is writable.

#### Args:

**dirname**: string, name of the directory to be created

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.Remove

Deletes the file located at 'filename'.

tf.compat.v1.gfile.Remove(filename)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**filename**: string, a filename

#### Raises:

**errors.OpError**: Propagates any errors reported by the FileSystem API. E.g., NotFoundError if the file does not exist.

# tf.compat.v1.gfile.Rename

Rename or move a file / directory.

tf.compat.v1.gfile.Rename(  
    oldname,  
    newname,  
    overwrite=False  
)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**oldname**: string, pathname for a file

**newname**: string, pathname to which the file needs to be moved

**overwrite**: boolean, if false it's an error for newname to be occupied by an existing file.

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.Stat

Returns file statistics for a given path.

tf.compat.v1.gfile.Stat(filename)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**filename**: string, path to a file

#### Returns:

FileStatistics struct that contains information about the path

#### Raises:

**errors.OpError**: If the operation fails.

# tf.compat.v1.gfile.Walk

Recursive directory tree generator for directories.

tf.compat.v1.gfile.Walk(  
    top,  
    in\_order=True  
)

Defined in [python/lib/io/file\_io.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/lib/io/file_io.py).

#### Args:

**top**: string, a Directory name

**in\_order**: bool, Traverse in order if True, post order if False. Errors that happen while listing directories are ignored.

#### Yields:

Each yield is a 3-tuple: the pathname of a directory, followed by lists of all its subdirectories and leaf files. (dirname, [subdirname, subdirname, ...], [filename, filename, ...]) as strings

Module: tf.compat.v1.logging

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging#top_of_page)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging#functions)

[Other Members](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging#other_members)

Logging and Summary Operations.

Functions

[TaskLevelStatusMessage(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/TaskLevelStatusMessage)

[debug(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/debug)

[error(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/error)

[fatal(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/fatal)

[flush(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/flush)

[get\_verbosity(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/get_verbosity): Return how much logging output will be produced.

[info(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/info)

[log(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/log)

[log\_every\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/log_every_n): Log 'msg % args' at level 'level' once per 'n' times.

[log\_first\_n(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/log_first_n): Log 'msg % args' at level 'level' only first 'n' times.

[log\_if(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/log_if): Log 'msg % args' at level 'level' only if condition is fulfilled.

[set\_verbosity(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/set_verbosity): Sets the threshold for what messages will be logged.

[vlog(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/vlog)

[warn(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/warn)

[warning(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/logging/warning)

Other Members

DEBUG = 10

ERROR = 40

FATAL = 50

INFO = 20

WARN = 30

tf.compat.v1.logging.debug

tf.compat.v1.logging.debug(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.error

tf.compat.v1.logging.error(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.fatal

tf.compat.v1.logging.fatal(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.flush

tf.compat.v1.logging.flush()

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.get\_verbosity

Return how much logging output will be produced.

tf.compat.v1.logging.get\_verbosity()

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.info

tf.compat.v1.logging.info(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.log

tf.compat.v1.logging.log(  
    level,  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

# tf.compat.v1.logging.log\_every\_n

Log 'msg % args' at level 'level' once per 'n' times.

tf.compat.v1.logging.log\_every\_n(  
    level,  
    msg,  
    n,  
    \*args  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

Logs the 1st call, (N+1)st call, (2N+1)st call, etc. Not threadsafe.

#### Args:

**level**: The level at which to log.

**msg**: The message to be logged.

**n**: The number of times this should be called before it is logged.

**\*args**: The args to be substituted into the msg.

# tf.compat.v1.logging.log\_first\_n

Log 'msg % args' at level 'level' only first 'n' times.

tf.compat.v1.logging.log\_first\_n(  
    level,  
    msg,  
    n,  
    \*args  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

Not threadsafe.

#### Args:

**level**: The level at which to log.

**msg**: The message to be logged.

**n**: The number of times this should be called before it is logged.

**\*args**: The args to be substituted into the msg.

tf.compat.v1.logging.log\_if

Log 'msg % args' at level 'level' only if condition is fulfilled.

tf.compat.v1.logging.log\_if(  
    level,  
    msg,  
    condition,  
    \*args  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.set\_verbosity

Sets the threshold for what messages will be logged.

tf.compat.v1.logging.set\_verbosity(v)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.TaskLevelStatusMessage

tf.compat.v1.logging.TaskLevelStatusMessage(msg)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.vlog

tf.compat.v1.logging.vlog(  
    level,  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.warn

tf.compat.v1.logging.warn(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

tf.compat.v1.logging.warning

tf.compat.v1.logging.warning(  
    msg,  
    \*args,  
    \*\*kwargs  
)

Defined in [python/platform/tf\_logging.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/tf_logging.py).

Module: tf.compat.v1.manip

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/manip#top_of_page)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/manip#functions)

Operators for manipulating tensors.

Functions

[batch\_to\_space\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/batch_to_space_nd): BatchToSpace for N-D tensors of type T.

[gather\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/gather_nd): Gather slices from params into a Tensor with shape specified by indices.

[reshape(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reshape): Reshapes a tensor.

[reverse(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/reverse): Reverses specific dimensions of a tensor.

[roll(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/roll): Rolls the elements of a tensor along an axis.

[scatter\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/scatter_nd): Scatter updates into a new tensor according to indices.

[space\_to\_batch\_nd(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/space_to_batch_nd): SpaceToBatch for N-D tensors of type T.

[tile(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/tile): Constructs a tensor by tiling a given tensor.

Module: tf.compat.v1.profiler

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler#top_of_page)

[Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler#classes)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler#functions)

Public API for tf.profiler namespace.

Classes

[class AdviceProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto)

[class GraphNodeProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto)

[class MultiGraphNodeProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/MultiGraphNodeProto)

[class OpLogProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto)

[class ProfileOptionBuilder](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/ProfileOptionBuilder): Option Builder for Profiling API.

[class Profiler](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/Profiler): TensorFlow multi-step profiler.

Functions

[advise(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/advise): Auto profile and advise.

[profile(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/profile): Profile model.

[write\_op\_log(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/write_op_log): Log provided 'op\_log', and add additional model information below.

# tf.compat.v1.profiler.AdviceProto

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto#top_of_page)

[Class AdviceProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto#class_adviceproto)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto#properties)

[checkers](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto#checkers)

## Class AdviceProto

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Child Classes

[class Checker](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/Checker)

[class CheckersEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/CheckersEntry)

## Properties

### checkers

repeated CheckersEntry checkers

# tf.compat.v1.profiler.AdviceProto.Checker

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/Checker#top_of_page)

[Class Checker](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/Checker#class_checker)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/Checker#properties)

[reports](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/Checker#reports)

## Class Checker

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Properties

### reports

repeated string reports

# tf.compat.v1.profiler.AdviceProto.CheckersEntry

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/CheckersEntry#top_of_page)

[Class CheckersEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/CheckersEntry#class_checkersentry)
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[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/CheckersEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/AdviceProto/CheckersEntry#value)

## Class CheckersEntry

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Properties

### key

string key

### value

Checker value

# tf.compat.v1.profiler.advise

Auto profile and advise.

tf.compat.v1.profiler.advise(  
    graph=None,  
    run\_meta=None,  
    options=\_DEFAULT\_ADVISE\_OPTIONS  
)

Defined in [python/profiler/model\_analyzer.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/profiler/model_analyzer.py).

Builds profiles and automatically check anomalies of various aspects. For more details: https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/README.md

#### Args:

**graph**: tf.Graph. If None and eager execution is not enabled, use default graph.

**run\_meta**: optional tensorflow.RunMetadata proto. It is necessary to to support run time information profiling, such as time and memory.

**options**: see ALL\_ADVICE example above. Default checks everything.

#### Returns:

Returns AdviceProto proto

# tf.compat.v1.profiler.GraphNodeProto

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto#top_of_page)

[Class GraphNodeProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto#class_graphnodeproto)

[Child Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto#child_classes)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto#properties)

[accelerator\_exec\_micros](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto#accelerator_exec_micros)

## Class GraphNodeProto

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Child Classes

[class InputShapesEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry)

## Properties

### accelerator\_exec\_micros

int64 accelerator\_exec\_micros

### children

repeated GraphNodeProto children

### cpu\_exec\_micros

int64 cpu\_exec\_micros

### devices

repeated string devices

### exec\_micros

int64 exec\_micros

### float\_ops

int64 float\_ops

### input\_shapes

repeated InputShapesEntry input\_shapes

### name

string name

### output\_bytes

int64 output\_bytes

### parameters

int64 parameters

### peak\_bytes

int64 peak\_bytes

### requested\_bytes

int64 requested\_bytes

### residual\_bytes

int64 residual\_bytes

### run\_count

int64 run\_count

### shapes

repeated TensorShapeProto shapes

### tensor\_value

TFProfTensorProto tensor\_value

### total\_accelerator\_exec\_micros

int64 total\_accelerator\_exec\_micros

### total\_cpu\_exec\_micros

int64 total\_cpu\_exec\_micros

### total\_definition\_count

int64 total\_definition\_count

### total\_exec\_micros

int64 total\_exec\_micros

### total\_float\_ops

int64 total\_float\_ops

### total\_output\_bytes

int64 total\_output\_bytes

### total\_parameters

int64 total\_parameters

### total\_peak\_bytes

int64 total\_peak\_bytes

### total\_requested\_bytes

int64 total\_requested\_bytes

### total\_residual\_bytes

int64 total\_residual\_bytes

### total\_run\_count

int64 total\_run\_count

# tf.compat.v1.profiler.GraphNodeProto.InputShapesEntry

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry#top_of_page)

[Class InputShapesEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry#class_inputshapesentry)

[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry#properties)

[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/GraphNodeProto/InputShapesEntry#value)

## Class InputShapesEntry

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Properties

### key

int32 key

### value

TensorShapeProto value

# tf.compat.v1.profiler.MultiGraphNodeProto
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/MultiGraphNodeProto#properties)

[accelerator\_exec\_micros](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/MultiGraphNodeProto#accelerator_exec_micros)

[children](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/MultiGraphNodeProto#children)

## Class MultiGraphNodeProto

Defined in [core/profiler/tfprof\_output.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_output.proto).

## Properties

### accelerator\_exec\_micros

int64 accelerator\_exec\_micros

### children

repeated MultiGraphNodeProto children

### cpu\_exec\_micros

int64 cpu\_exec\_micros

### exec\_micros

int64 exec\_micros

### float\_ops

int64 float\_ops

### graph\_nodes

repeated GraphNodeProto graph\_nodes

### name

string name

### output\_bytes

int64 output\_bytes

### parameters

int64 parameters

### peak\_bytes

int64 peak\_bytes

### requested\_bytes

int64 requested\_bytes

### residual\_bytes

int64 residual\_bytes

### total\_accelerator\_exec\_micros

int64 total\_accelerator\_exec\_micros

### total\_cpu\_exec\_micros

int64 total\_cpu\_exec\_micros

### total\_exec\_micros

int64 total\_exec\_micros

### total\_float\_ops

int64 total\_float\_ops

### total\_output\_bytes

int64 total\_output\_bytes

### total\_parameters

int64 total\_parameters

### total\_peak\_bytes

int64 total\_peak\_bytes

### total\_requested\_bytes

int64 total\_requested\_bytes

### total\_residual\_bytes

int64 total\_residual\_bytes

# tf.compat.v1.profiler.OpLogProto
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[Class OpLogProto](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto#class_oplogproto)
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[Properties](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto#properties)

[id\_to\_string](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto#id_to_string)

[log\_entries](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto#log_entries)

## Class OpLogProto

Defined in [core/profiler/tfprof\_log.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_log.proto).

## Child Classes

[class IdToStringEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto/IdToStringEntry)

## Properties

### id\_to\_string

repeated IdToStringEntry id\_to\_string

### log\_entries

repeated OpLogEntry log\_entries

# tf.compat.v1.profiler.OpLogProto.IdToStringEntry
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[Class IdToStringEntry](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto/IdToStringEntry#class_idtostringentry)
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[key](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto/IdToStringEntry#key)

[value](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/OpLogProto/IdToStringEntry#value)

## Class IdToStringEntry

Defined in [core/profiler/tfprof\_log.proto](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/core/profiler/tfprof_log.proto).

## Properties

### key

int64 key

### value

string value

# tf.compat.v1.profiler.profile

Profile model.

tf.compat.v1.profiler.profile(  
    graph=None,  
    run\_meta=None,  
    op\_log=None,  
    cmd='scope',  
    options=\_DEFAULT\_PROFILE\_OPTIONS  
)

Defined in [python/profiler/model\_analyzer.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/profiler/model_analyzer.py).

Tutorials and examples can be found in: https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/README.md

#### Args:

**graph**: tf.Graph. If None and eager execution is not enabled, use default graph.

**run\_meta**: optional tensorflow.RunMetadata proto. It is necessary to to support run time information profiling, such as time and memory.

**op\_log**: tensorflow.tfprof.OpLogProto proto. User can assign "types" to graph nodes with op\_log. "types" allow user to flexibly group and account profiles using options['accounted\_type\_regexes'].

**cmd**: string. Either 'op', 'scope', 'graph' or 'code'. 'op' view organizes profile using operation type. (e.g. MatMul) 'scope' view organizes profile using graph node name scope. 'graph' view organizes profile using graph node inputs/outputs. 'code' view organizes profile using Python call stack.

**options**: A dict of options. See core/profiler/g3doc/options.md.

#### Returns:

If cmd is 'scope' or 'graph', returns GraphNodeProto proto. If cmd is 'op' or 'code', returns MultiGraphNodeProto proto. Side effect: stdout/file/timeline.json depending on options['output']

# tf.compat.v1.profiler.ProfileOptionBuilder
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## Class ProfileOptionBuilder

Option Builder for Profiling API.

Defined in [python/profiler/option\_builder.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/profiler/option_builder.py).

For tutorial on the options, see https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/g3doc/options.md

# Users can use pre-built options:  
opts = (  
    tf.profiler.ProfileOptionBuilder.trainable\_variables\_parameter())  
  
# Or, build your own options:  
opts = (tf.compat.v1.profiler.ProfileOptionBuilder()  
    .with\_max\_depth(10)  
    .with\_min\_micros(1000)  
    .select(['accelerator\_micros'])  
    .with\_stdout\_output()  
    .build()  
  
# Or customize the pre-built options:  
opts = (tf.compat.v1.profiler.ProfileOptionBuilder(  
    tf.profiler.ProfileOptionBuilder.time\_and\_memory())  
    .with\_displaying\_options(show\_name\_regexes=['.\*rnn.\*'])  
    .build())  
  
# Finally, profiling with the options:  
\_ = tf.compat.v1.profiler.profile(tf.compat.v1.get\_default\_graph(),  
                        run\_meta=run\_meta,  
                        cmd='scope',  
                        options=opts)

## \_\_init\_\_

\_\_init\_\_(options=None)

Constructor.

#### Args:

**options**: Optional initial option dict to start with.

## Methods

### account\_displayed\_op\_only

account\_displayed\_op\_only(is\_true)

Whether only account the statistics of displayed profiler nodes.

#### Args:

**is\_true**: If true, only account statistics of nodes eventually displayed by the outputs. Otherwise, a node's statistics are accounted by its parents as long as it's types match 'account\_type\_regexes', even if it is hidden from the output, say, by hide\_name\_regexes.

#### Returns:

self

### build

build()

Build a profiling option.

#### Returns:

A dict of profiling options.

### float\_operation

@staticmethod  
float\_operation()

Options used to profile float operations.

Please see https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/g3doc/profile\_model\_architecture.md on the caveats of calculating float operations.

#### Returns:

A dict of profiling options.

### order\_by

order\_by(attribute)

Order the displayed profiler nodes based on a attribute.

Supported attribute includes micros, bytes, occurrence, params, etc. https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/g3doc/options.md

#### Args:

**attribute**: An attribute the profiler node has.

#### Returns:

self

### select

select(attributes)

Select the attributes to display.

See https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/g3doc/options.md for supported attributes.

#### Args:

**attributes**: A list of attribute the profiler node has.

#### Returns:

self

### time\_and\_memory

@staticmethod  
time\_and\_memory(  
    min\_micros=1,  
    min\_bytes=1,  
    min\_accelerator\_micros=0,  
    min\_cpu\_micros=0,  
    min\_peak\_bytes=0,  
    min\_residual\_bytes=0,  
    min\_output\_bytes=0  
)

Show operation time and memory consumptions.

#### Args:

**min\_micros**: Only show profiler nodes with execution time no less than this. It sums accelerator and cpu times.

**min\_bytes**: Only show profiler nodes requested to allocate no less bytes than this.

**min\_accelerator\_micros**: Only show profiler nodes spend no less than this time on accelerator (e.g. GPU).

**min\_cpu\_micros**: Only show profiler nodes spend no less than this time on cpu.

**min\_peak\_bytes**: Only show profiler nodes using no less than this bytes at peak (high watermark). For profiler nodes consist of multiple graph nodes, it sums the graph nodes' peak\_bytes.

**min\_residual\_bytes**: Only show profiler nodes have no less than this bytes not being de-allocated after Compute() ends. For profiler nodes consist of multiple graph nodes, it sums the graph nodes' residual\_bytes.

**min\_output\_bytes**: Only show profiler nodes have no less than this bytes output. The output are not necessarily allocated by this profiler nodes.

#### Returns:

A dict of profiling options.

### trainable\_variables\_parameter

@staticmethod  
trainable\_variables\_parameter()

Options used to profile trainable variable parameters.

Normally used together with 'scope' view.

#### Returns:

A dict of profiling options.

### with\_accounted\_types

with\_accounted\_types(account\_type\_regexes)

Selectively counting statistics based on node types.

Here, 'types' means the profiler nodes' properties. Profiler by default consider device name (e.g. /job:xx/.../device:GPU:0) and operation type (e.g. MatMul) as profiler nodes' properties. User can also associate customized 'types' to profiler nodes through OpLogProto proto.

For example, user can select profiler nodes placed on gpu:0 with: account\_type\_regexes=['.\*gpu:0.\*']

If none of a node's properties match the specified regexes, the node is not displayed nor accounted.

#### Args:

**account\_type\_regexes**: A list of regexes specifying the types.

#### Returns:

self.

### with\_empty\_output

with\_empty\_output()

Do not generate side-effect outputs.

### with\_file\_output

with\_file\_output(outfile)

Print the result to a file.

### with\_max\_depth

with\_max\_depth(max\_depth)

Set the maximum depth of display.

The depth depends on profiling view. For 'scope' view, it's the depth of name scope hierarchy (tree), for 'op' view, it's the number of operation types (list), etc.

#### Args:

**max\_depth**: Maximum depth of the data structure to display.

#### Returns:

self

### with\_min\_execution\_time

with\_min\_execution\_time(  
    min\_micros=0,  
    min\_accelerator\_micros=0,  
    min\_cpu\_micros=0  
)

Only show profiler nodes consuming no less than 'min\_micros'.

#### Args:

**min\_micros**: Only show profiler nodes with execution time no less than this. It sums accelerator and cpu times.

**min\_accelerator\_micros**: Only show profiler nodes spend no less than this time on accelerator (e.g. GPU).

**min\_cpu\_micros**: Only show profiler nodes spend no less than this time on cpu.

#### Returns:

self

### with\_min\_float\_operations

with\_min\_float\_operations(min\_float\_ops)

Only show profiler nodes consuming no less than 'min\_float\_ops'.

Please see https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/g3doc/profile\_model\_architecture.md on the caveats of calculating float operations.

#### Args:

**min\_float\_ops**: Only show profiler nodes with float operations no less than this.

#### Returns:

self

### with\_min\_memory

with\_min\_memory(  
    min\_bytes=0,  
    min\_peak\_bytes=0,  
    min\_residual\_bytes=0,  
    min\_output\_bytes=0  
)

Only show profiler nodes consuming no less than 'min\_bytes'.

#### Args:

**min\_bytes**: Only show profiler nodes requested to allocate no less bytes than this.

**min\_peak\_bytes**: Only show profiler nodes using no less than this bytes at peak (high watermark). For profiler nodes consist of multiple graph nodes, it sums the graph nodes' peak\_bytes.

**min\_residual\_bytes**: Only show profiler nodes have no less than this bytes not being de-allocated after Compute() ends. For profiler nodes consist of multiple graph nodes, it sums the graph nodes' residual\_bytes.

**min\_output\_bytes**: Only show profiler nodes have no less than this bytes output. The output are not necessarily allocated by this profiler nodes.

#### Returns:

self

### with\_min\_occurrence

with\_min\_occurrence(min\_occurrence)

Only show profiler nodes including no less than 'min\_occurrence' graph nodes.

A "node" means a profiler output node, which can be a python line (code view), an operation type (op view), or a graph node (graph/scope view). A python line includes all graph nodes created by that line, while an operation type includes all graph nodes of that type.

#### Args:

**min\_occurrence**: Only show nodes including no less than this.

#### Returns:

self

### with\_min\_parameters

with\_min\_parameters(min\_params)

Only show profiler nodes holding no less than 'min\_params' parameters.

'Parameters' normally refers the weights of in TensorFlow variables. It reflects the 'capacity' of models.

#### Args:

**min\_params**: Only show profiler nodes holding number parameters no less than this.

#### Returns:

self

### with\_node\_names

with\_node\_names(  
    start\_name\_regexes=None,  
    show\_name\_regexes=None,  
    hide\_name\_regexes=None,  
    trim\_name\_regexes=None  
)

Regular expressions used to select profiler nodes to display.

After 'with\_accounted\_types' is evaluated, 'with\_node\_names' are evaluated as follows:

For a profile data structure, profiler first finds the profiler nodes matching 'start\_name\_regexes', and starts displaying profiler nodes from there. Then, if a node matches 'show\_name\_regexes' and doesn't match 'hide\_name\_regexes', it's displayed. If a node matches 'trim\_name\_regexes', profiler stops further searching that branch.

#### Args:

**start\_name\_regexes**: list of node name regexes to start displaying.

**show\_name\_regexes**: list of node names regexes to display.

**hide\_name\_regexes**: list of node\_names regexes that should be hidden.

**trim\_name\_regexes**: list of node name regexes from where to stop.

#### Returns:

self

### with\_pprof\_output

with\_pprof\_output(pprof\_file)

Generate a pprof profile gzip file.

#### To use the pprof file:

pprof -png --nodecount=100 --sample\_index=1

#### Args:

**pprof\_file**: filename for output, usually suffixed with .pb.gz.

#### Returns:

self.

### with\_stdout\_output

with\_stdout\_output()

Print the result to stdout.

### with\_step

with\_step(step)

Which profile step to use for profiling.

The 'step' here refers to the step defined by Profiler.add\_step() API.

#### Args:

**step**: When multiple steps of profiles are available, select which step's profile to use. If -1, use average of all available steps.

#### Returns:

self

### with\_timeline\_output

with\_timeline\_output(timeline\_file)

Generate a timeline json file.

# tf.compat.v1.profiler.Profiler

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/profiler/Profiler#top_of_page)
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## Class Profiler

TensorFlow multi-step profiler.

Defined in [python/profiler/model\_analyzer.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/profiler/model_analyzer.py).

https://github.com/tensorflow/tensorflow/tree/master/tensorflow/core/profiler/README.md

Typical use case:  
  # Currently we are only allowed to create 1 profiler per process.  
  profiler = Profiler(sess.graph)  
  
  for i in xrange(total\_steps):  
    if i % 10000 == 0:  
      run\_meta = tf.compat.v1.RunMetadata()  
      \_ = sess.run(...,  
                   options=tf.compat.v1.RunOptions(  
                       trace\_level=tf.RunOptions.FULL\_TRACE),  
                   run\_metadata=run\_meta)  
      profiler.add\_step(i, run\_meta)  
  
      # Profile the parameters of your model.  
      profiler.profile\_name\_scope(options=(option\_builder.ProfileOptionBuilder  
          .trainable\_variables\_parameter()))  
  
      # Or profile the timing of your model operations.  
      opts = option\_builder.ProfileOptionBuilder.time\_and\_memory()  
      profiler.profile\_operations(options=opts)  
  
      # Or you can generate a timeline:  
      opts = (option\_builder.ProfileOptionBuilder(  
              option\_builder.ProfileOptionBuilder.time\_and\_memory())  
              .with\_step(i)  
              .with\_timeline\_output(filename).build())  
      profiler.profile\_graph(options=opts)  
    else:  
      \_ = sess.run(...)  
  # Auto detect problems and generate advice.  
  profiler.advise()

## \_\_init\_\_

\_\_init\_\_(  
    graph=None,  
    op\_log=None  
)

Constructor.

#### Args:

**graph**: tf.Graph. If None and eager execution is not enabled, use default graph.

**op\_log**: optional. tensorflow::tfprof::OpLogProto proto. Used to define extra op types.

## Methods

### add\_step

add\_step(  
    step,  
    run\_meta  
)

Add statistics of a step.

#### Args:

**step**: int, An id used to group one or more different run\_meta together. When profiling with the profile\_xxx APIs, user can use the step id in the options to profile these run\_meta together.

**run\_meta**: RunMetadata proto that contains statistics of a session run.

### advise

advise(options)

Automatically detect problems and generate reports.

#### Args:

**options**: A dict of options. See ALL\_ADVICE example above.

#### Returns:

A Advise proto that conains the reports from all checkers.

### profile\_graph

profile\_graph(options)

Profile the statistics of graph nodes, organized by dataflow graph.

#### Args:

**options**: A dict of options. See core/profiler/g3doc/options.md.

#### Returns:

a GraphNodeProto that records the results.

### profile\_name\_scope

profile\_name\_scope(options)

Profile the statistics of graph nodes, organized by name scope.

#### Args:

**options**: A dict of options. See core/profiler/g3doc/options.md.

#### Returns:

a GraphNodeProto that records the results.

### profile\_operations

profile\_operations(options)

Profile the statistics of the Operation types (e.g. MatMul, Conv2D).

#### Args:

**options**: A dict of options. See core/profiler/g3doc/options.md.

#### Returns:

a MultiGraphNodeProto that records the results.

### profile\_python

profile\_python(options)

Profile the statistics of the Python codes.

By default, it shows the call stack from root. To avoid redundant output, you may use options to filter as below options['show\_name\_regexes'] = ['.my\_code.py.']

#### Args:

**options**: A dict of options. See core/profiler/g3doc/options.md.

#### Returns:

a MultiGraphNodeProto that records the results.

### serialize\_to\_string

serialize\_to\_string()

Serialize the ProfileProto to a binary string.

Users can write it to file for offline analysis by tfprof commandline or graphical interface.

#### Returns:

ProfileProto binary string.

# tf.compat.v1.profiler.write\_op\_log

Log provided 'op\_log', and add additional model information below.

tf.compat.v1.profiler.write\_op\_log(  
    graph,  
    log\_dir,  
    op\_log=None,  
    run\_meta=None,  
    add\_trace=True  
)

Defined in [python/profiler/tfprof\_logger.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/profiler/tfprof_logger.py).

The API also assigns ops in tf.compat.v1.trainable\_variables() an op type called '\_trainable\_variables'. The API also logs 'flops' statistics for ops with op.RegisterStatistics() defined. flops calculation depends on Tensor shapes defined in 'graph', which might not be complete. 'run\_meta', if provided, completes the shape information with best effort.

#### Args:

**graph**: tf.Graph. If None and eager execution is not enabled, use default graph.

**log\_dir**: directory to write the log file.

**op\_log**: (Optional) OpLogProto proto to be written. If not provided, an new one is created.

**run\_meta**: (Optional) RunMetadata proto that helps flops computation using run time shape information.

**add\_trace**: Whether to add python code trace information. Used to support "code" view.

Module: tf.compat.v1.python\_io

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/python_io#top_of_page)

[Classes](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/python_io#classes)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/python_io#functions)

Python functions for directly manipulating TFRecord-formatted files.

Classes

[class TFRecordCompressionType](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/io/TFRecordCompressionType): The type of compression for the record.

[class TFRecordOptions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/TFRecordOptions): Options used for manipulating TFRecord files.

[class TFRecordWriter](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/io/TFRecordWriter): A class to write records to a TFRecords file.

Functions

[tf\_record\_iterator(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/io/tf_record_iterator): An iterator that read the records from a TFRecords file. (deprecated)

Module: tf.compat.v1.resource\_loader

[**Contents**](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader#top_of_page)

[Functions](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader#functions)

Resource management library.

Functions

[get\_data\_files\_path(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader/get_data_files_path): Get a direct path to the data files colocated with the script.

[get\_path\_to\_datafile(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader/get_path_to_datafile): Get the path to the specified file in the data dependencies.

[get\_root\_dir\_with\_all\_resources(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader/get_root_dir_with_all_resources): Get a root directory containing all the data attributes in the build rule.

[load\_resource(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader/load_resource): Load the resource at given path, where path is relative to tensorflow/.

[readahead\_file\_path(...)](https://www.tensorflow.org/versions/r2.0/api_docs/python/tf/compat/v1/resource_loader/readahead_file_path): Readahead files not implemented; simply returns given path.

# tf.compat.v1.resource\_loader.get\_data\_files\_path

Get a direct path to the data files colocated with the script.

tf.compat.v1.resource\_loader.get\_data\_files\_path()

Defined in [python/platform/resource\_loader.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/resource_loader.py).

#### Returns:

The directory where files specified in data attribute of py\_test and py\_binary are stored.

# tf.compat.v1.resource\_loader.get\_path\_to\_datafile

Get the path to the specified file in the data dependencies.

tf.compat.v1.resource\_loader.get\_path\_to\_datafile(path)

Defined in [python/platform/resource\_loader.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/resource_loader.py).

The path is relative to tensorflow/

#### Args:

**path**: a string resource path relative to tensorflow/

#### Returns:

The path to the specified file present in the data attribute of py\_test or py\_binary.

#### Raises:

**IOError**: If the path is not found, or the resource can't be opened.

# tf.compat.v1.resource\_loader.get\_root\_dir\_with\_all\_resources

Get a root directory containing all the data attributes in the build rule.

tf.compat.v1.resource\_loader.get\_root\_dir\_with\_all\_resources()

Defined in [python/platform/resource\_loader.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/resource_loader.py).

#### Returns:

The path to the specified file present in the data attribute of py\_test or py\_binary. Falls back to returning the same as get\_data\_files\_path if it fails to detect a bazel runfiles directory.

# tf.compat.v1.resource\_loader.load\_resource

Load the resource at given path, where path is relative to tensorflow/.

tf.compat.v1.resource\_loader.load\_resource(path)

Defined in [python/platform/resource\_loader.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/resource_loader.py).

#### Args:

**path**: a string resource path relative to tensorflow/.

#### Returns:

The contents of that resource.

#### Raises:

**IOError**: If the path is not found, or the resource can't be opened.

# tf.compat.v1.resource\_loader.readahead\_file\_path

Readahead files not implemented; simply returns given path.

tf.compat.v1.resource\_loader.readahead\_file\_path(  
    path,  
    readahead='128M'  
)

Defined in [python/platform/resource\_loader.py](https://github.com/tensorflow/tensorflow/tree/r2.0/tensorflow/python/platform/resource_loader.py).